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“StarWind”, “StarWind Software” and the StarWind and the StarWind Software logos are

registered trademarks of StarWind Software. “StarWind LSFS” is a trademark of StarWind
Software which may be registered in some jurisdictions. All other trademarks are owned
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Changes

The material in this document is for information only and is subject to change without
notice. While reasonable efforts have been made in the preparation of this document to
assure its accuracy, StarWind Software assumes no liability resulting from errors or
omissions in this document, or from the use of the information contained herein.
StarWind Software reserves the right to make changes in the product design without
reservation and without notification to its users.

Technical Support and Services

If you have questions about installing or using this software, check this and other
documents first - you will find answers to most of your questions on the Technical Papers
webpage or in StarWind Forum. If you need further assistance, please contact us .

About StarWind

StarWind is a pioneer in virtualization and a company that participated in the
development of this technology from its earliest days. Now the company is among the
leading vendors of software and hardware hyper-converged solutions. The company’s
core product is the years-proven StarWind Virtual SAN, which allows SMB and ROBO to
benefit from cost-efficient hyperconverged IT infrastructure. Having earned a reputation
of reliability, StarWind created a hardware product line and is actively tapping into
hyperconverged and storage appliances market. In 2016, Gartner named StarWind “Cool
Vendor for Compute Platforms” following the success and popularity of StarWind
HyperConverged Appliance. StarWind partners with world-known companies: Microsoft,
VMware, Veeam, Intel, Dell, Mellanox, Citrix, Western Digital, etc.

Copyright ©2009-2018 StarWind Software Inc.

No part of this publication may be reproduced, stored in a retrieval system, or
transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without the prior written consent of StarWind Software.
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Basic Questions L

To learn about clustering, it is a good idea to start with some basic questions and
answers. Setting up clusters really is not as difficult as most administrators believe, and
the benefits of clustering are significant.

What Is High Availability?

Companies leverage information technology (IT) to increase the productivity of the
people in the company and to automate many processes that would have to be done by
people if computers and programs could not perform the tasks. The cost of using IT is
very visible in the hard costs of hardware, software, and support staff. In most cases, the
costs of IT are far outweighed by the costs saved through computing systems.

Managers often forget that IT is a critical component of business as companies use more
and more technology to get the most out of the talents of their staff. Managers
remember, very clearly, how important IT is when something fails and nobody is able to
work at all, and customers are not being served. In many cases, failure of technology can
cause a business to come to a complete halt.

High availability is the implementation of technology so that if a component fails,
another can take over for it. By using highly available platforms, the downtime for a
system can be reduced, and, in many cases, it can be reduced to a short enough time
that the users of the system do not see the failure.

Using the example of a hard disk, which has a certain mean time before failure (MTBF)
associated with it, we can also define availability. In most organizations, nobody cares
much about failed hardware devices. Users of information technology care only that they
can access the service or application that they need to perform their jobs. However,
since we know that hardware devices will fail, administrators need to protect against the
loss of services and applications needed to keep the business running.

When it comes to hard drives, administrators are able to build redundant disk sets, or
redundant arrays of independent (sometimes described as inexpensive) disks (RAID),
that will tolerate the failure of an individual component, but still provide the storage
needed by the computer to provide access to the files or applications. Failed disks are
not an issue if users and applications can still access the data stored on the disks. Again,
it is all about access to the application or service availability, and the key to highly
available platforms is minimizing downtime and maximizing availability.
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What Is Clustering?

A cluster is a group of independent computers working together as a single system to
ensure that mission-critical applications and resources are as highly-available as
possible. The group of computers is managed as a single system, it shares a common
namespace, and it is specifically designed to minimize downtime caused by software and
hardware failures.

The general concept in clustering is that there are nodes, which are computers that are
members of the cluster that are either active or passive. Active nodes are running an
application or service while passive nodes are in a standby state communicating with the
active nodes so they can identify when there is a failure. In the event of a failure, the
passive node then becomes active and starts running the service or application.
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In the figure, there are two computers that are also known as nodes. The nodes,
combined, make up the cluster. Each of the nodes has at least two network adapters.
One of the network adapters is used to connect each node to the network. The second
network adapter is used to connect the nodes to each other via a private network, also
called a heartbeat network. The private network is used by the cluster service so the
nodes can talk to each other and verify that each other are up and running. The process
of verification uses two processes called the looksalive resource check and the isalive
resource check. If the resources in the cluster fail to respond to the resource checks after
the appropriate amount of time, the passive node will assume that the active node has
failed and will start up the service or application that is running on the cluster in the
virtual server. Some nodes will also have a third network adapter dedicated to the iSCSI
network to access the iSCSI SAN. If an iSCSI SAN is used, each node will connect to the
SAN through a dedicated network adapter to a private network that the iSCSI SAN also
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uses.

Each of the nodes is also connected to the shared storage media. In fact, the storage is
not shared, but it is accessible to each of the nodes. Only the active node accesses the
storage, and the passive node is locked out of the storage by the cluster service. In the
figure here, there are three Logical Unit Numbers, or LUNs, that are being provided by
the SAN. The nodes will connect to the SAN using fiber channel or iSCSI.

What Is A Virtual Machine?

A Virtual Machine (VM) is an image of a computer that runs in a virtualized platform such
as Hyper-V. With Microsoft's Hyper-V, it is possible for administrators to combine several
VMs on a single server that runs the Hyper-V role. The number of VMs that can be run on
a single server varies according to the resources required and the hardware of the
physical server that hosts the VMs.

What Is A Cluster Shared Volume (Csv)?

Normally, when using failover clustering, each clustered application or service requires
its own IP Address, Network Name, and Physical Disk resource. If a Hyper-V server were
to host several Hyper-V virtual machines, it would exhaust the available disk letters,
plus, there would be a very inefficient use of the disk space in the SAN. This problem
became very apparent in Windows Server 2008. One of the changes in Windows Server
2008 R2 is the creation of the CSV which is used only for the Hyper-V role. The CSV is a
normal physical disk resource; however, it provides the ability to be shared with several
virtual machines so they can all use the same drive letter as well as the same shared
disk space. CSVs allow administrators to host multiple virtual machines and all of the
virtual machines can access the shared volume for read and write operations without
worrying about conflicts. Not only can the virtual machines share the disk volume, they
can also failover back and forth between nodes without impacting other virtual machines
running on the cluster.

Disk devices provided by StarWind’s SAN software can be configured as CSVs.

Why Would | Cluster Hyper-V Images?

Server consolidation has been very important to companies in the last few years as
companies continue to invest more in technology. While it is a great idea to use VMs to
reduce the number of servers in a datacenter, putting multiple VMs on the same server
exposes the company to increased risks associated with a server failure. Protecting the
VMs becomes more of a priority as we increase the use of virtualization.

Hyper-V VMs can be protected by using failover clustering in Windows Server 2008 and
in Windows Server 2008 R2. However, Windows Server 2008 R2 is the preferred platform
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because it supports CSVs.

Combining the high availability in failover clustering with Hyper-V virtual machines is an
incredible benefit to the company. Not only do we save money on physical hardware by
fully leveraging the hardware in the company, we also are able to failover to another
server in the event of hardware failures and keep the virtual machine running.

Hyper-V And Live Migrations

Hyper-V was new with the Windows Server 2008 R2, and is a key technology for
Microsoft moving forward. There are several competitors in the server virtualization
market, but Hyper-V offers several advantages when it comes to licensing and available
support staff in the market. The biggest advantage of Hyper-V when combined with
failover clustering is live migration.

Live migration is the process of moving a virtual machine from one cluster node to
another cluster node. Moving an application or service from one node to another in a
failover cluster normally requires a short amount of downtime. In live migration, users
are able to access the server the entire time while the virtual machine moves to another
node. In other words, there is no downtime for accessing the virtual machine during the
move from one node to another.

Live Migration Vs. Quick Migration

In Quick Migration, moving the virtual machine is like moving other applications from one
node to another. Downtime is required while the virtual machine is saved on one node
and is started on another node in the cluster. Windows Server 2008 uses quick migration
only. Live migration uses a different process for moving a running virtual machine to
another node in a cluster. In live migration, the following steps are taken:

1. A TCP connection is made from the Hyper-V node that is running the virtual machine
to another Hyper-V node. The TCP connection copies the virtual machine configuration
data to the other cluster node. A skeleton virtual machine is configured on the other
cluster node and memory is allocated on the other cluster node. All the memory pages
are copied from the running Hyper-V cluster node to another Hyper-V cluster node.
During the copy process, any changes to the virtual machine memory pages are tracked.

2. Any Memory pages changed during the first copy step are then copied to the other
Hyper-V cluster node. Each memory page is 4 kilobytes. For example, if the virtual
machine were configured to use 512MB of RAM, then the used memory pages in the
512MB of memory are copied to the other node. During the copy process, the Hyper-V
node running the virtual machine monitors the memory pages and tracks any that have
changed during the first copy process. During this step, the virtual machine continues to
run and users are able to access it. Hyper-V then copies the changed memory pages to
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the other node and monitors for any more changes while it completes the copy and
repeats the process as needed.

3. Once the memory pages are copied, then Hyper-V moves the register and device state
of the virtual machine to the other node. After the changed memory pages are copied
completely to the other node, then the other node will have the same memory as the
previous location of the virtual machine.

4. The storage handles for the disk device are moved to the other node and control of
the disk device is also passed to the other node.

5. The Hyper-V virtual machine then comes online on the other Hyper-V cluster node.

6. The new node that now has full control of the virtual machine then sends a gratuitous
ARP to the switch to ensure that the new MAC address of the new node is now the owner
of the virtual machine and its associated TCP/IP address.

The overall process takes less time than the TCP timeout for the virtual machine moving
to the other node, so users do not
experience and downtime and their access continues as normal.

Only Windows Server 2008 R2 Supports Live
Migration.

The live migration process moves a running VM from the source physical host to a
destination physical host as quickly as possible. A live migration is initiated by an
administrator through one of the methods listed below. The speed of the process is
partially dependent on the hardware used for the source and destination physical
computers, as well as the network capacity.

Live migrations can be started three different ways:

1. Administrators can start the migration by using the Failover Cluster Management
console.

2. Administrators can start the migration by using the Virtual Machine Manager
administration console.

3. An administrator can start the migration by using a WMI or PowerShell script.

CSVs are not required for live migrations, but they are more efficient.
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Highly Available Storage

High availability is implemented to meet business requirements. One of the most
important components that needs to be highly available is disk storage. In recent years,
companies are becoming very aware that despite all of their investment in server
clustering, they need to do more to protect the information, applications, and services
that use disk storage. The need for high availability storage is extremely important when
it comes to Hyper-V virtual machines and making sure they are available in the event of
a SAN failure. Clustering the virtual machines is the first step in protecting them. Adding
highly available storage is the next step is fully protecting the virtual machines hosted
on Hyper-V nodes.
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A Storage Area Network (SAN) is often used to provide a common storage platform for
the many servers in the company. While a SAN provides redundancy for the disks inside
the array, SANs usually require very expensive software to provide replication across
multiple arrays. A single SAN array failure can cause many server failures and server
clustering just is not enough to provide protection against this kind of failure. To provide
protection against a SAN array failure, copies of the content must be replicated to
another SAN as shown in the figure.

Prerequisites

For a cluster to be properly supported, and functional, there are several prerequisites
that are required as well as a few prerequisites that are recommended to improve
performance and stability. For more information, please see the Clustering 101 White
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Paper and the Clustering 101 Web Cast at
http://www.starwindsoftware.com/experts.

Servers

To meet the needs of this White Paper, we need to have five servers.

* SWS-DC is the domain controller for the SWS.com domain name.

Demol

JI
Hyper-V Virtuali
\ Image

Demo2

* SWS-Storel is a member server that runs StarWind Software. StarWind 5.0 Enterprise
is Storage Area Network (SAN) software used to support the High Availability storage
capability. SWS-Storel is the primary storage server.

* SWS-Store2 is a member server that runs StarWind Software iSCSI SAN software.
StarWind 5.0 Enterprise is Storage Area Network (SAN) software used to support the
High Availability storage capability. SWS-Store2 is the secondary storage server that
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replicates the storage from SWS-Storel.
» Demol is a failover cluster nodes. It also runs the Hyper-V role.

» Demo?2 is a failover cluster node. It also runs the Hyper-V role.

Software

All servers run Windows Server 2008 R2. The two storage servers run StarWind 5.0
Enterprise.

Networks

The environment requires three different networks.

* Public Network - This network is used by client computers to connect to the servers. In
this case, 192.168.100.0/24 is used.

* Private Network - This network is used by the failover cluster nodes for intracluster
(heartbeat) traffic. In this case, 10.10.10.0/24 is used.

* iSCSI Network - This network is used for all iSCSI traffic between the storage servers
and between the failover cluster nodes and the storage servers. In this case,
172.30.100.0/24 is used.

Other network address ranges can be used; however, all the networks must be
separated. The Private network must not be accessible from any of the other networks. It
is a best practice to have the iSCSI network separated from the other networks as well.
The iSCSI network performance will directly impact the access to the disks hosted by the
storage servers.

Setup Starwind San Software

One of the first steps after installing and updating the servers is to configure the High
Availability device for the SAN software. This step is pretty easy when using StarWind
Software. The basics steps are shown here; however, remember to go to
http://www.starwindsoftware.com for more information about the configuration options
available.

1. Open the StarWind Management Console by using the short cut on the desktop or by
using the menu.
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& StarWind Management Consale o] &k
. File Host Target Options  Help

@"?" aj = PE 2.2

=~ ﬁ StarWind Servers
£ . SWS-STORELSWS.COM { 172.30. 100) J§ General
(:'7 Targets =
StarWind Enterprise Edition

StarWind Server is an advanced, reliable and powerful
iSCSI Target software that converts any Windows Server
into a SAM in less than 30 minutes, Storage can be
consolidated, virtualized and centrally managed, and
StarlVinds unimited data storage scalability makes it
perfect for any oroanization.

m

The Enterprise Edition offers all of the features n one
package:

- Mirraring and Replication

- 0P and snapshots

- Viirtual Tape Library (VTL)

- Storage Virtualization

- Mirrored Fail-5afe Volumes

4| ] pl |4 n 3
StarWind Software | Ready

2. At this point, add StarWind servers by clicking on the Add Server icon and entering the
server name. Repeat the process for each storage server.

One of the first steps after installing and updating the servers is to configure the High
Availability device for the SAN software. This step is pretty easy when using StarWind
Software. The basics steps are shown here; however, remember to go to
http://www.starwindsoftware.com for more information about the configuration options
available.

3. After connecting to each server, expand the server to see the available devices by
double-clicking on the server name. A prompt will appear asking for an account and
password. The default account and password are root and starwind. In this case, we have
not created any storage devices so the list will remain empty.
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Login

g’;’_’} Enter the user name and password to connect to this server.

Login: |root

Password: | [ ITT T} lll'"

| ok | | caneel

4. Once both servers are listed and have been connected to the management console,
the next step is to create the High Availability device. Click on the Add Target icon, or
use the menu. The icon to add a target appears on the menu.

5. In the Add Target Wizard, enter an alias for the target name. In this case, HA1 is used.
The name should be one that is easy to remember and describes its purpose. The Target
Name will automatically be entered, but it can be manually changed.

Add Target Wizard ==
Common target parameters —
Specify target zlias and taraet name. ——
Target Alias: |
| HAt |
D Target Mame:
< Bad :[ Mext = ] [ Cancel ] [ Help ]

6. The next step of the Add Target Wizard is to specify the type of the target. For the
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High Availability device, we need to use the Hard Disk type.

ki ko T 3 = )
Add Target Wizard =
Storage type —~
Selectstorage type, ——
@ Hard Disk

Select this option to export physical or virtual hard disk device,
i) Dptical Drive
Select this option to export physical or virtual optical drive.
Tape Device
Select this option to export physical or virtual tape device.

[ <Back | mMext> | | cancel | [ Heb

7. The Advanced Virtual option is required. This option is used for Mirror devices,
Snapshot and CDP devices, and for High Availability devices.
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T [EX3

Select device type,

) Physical

Select this option to export any physical hard disk (SATA, PATA, RAID, SCSI)
1 Basic Virtual

Select this option to create and export virtual hard disk.

Advanced Virtual
Select this option to areate and export virtual hard disk with advanced functionalities.

Iﬂ-

<Back | Next> | | cancel | [ Hep

8. Select the High Availability device option.
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Add Tafgct Wizard ==
Device type —~—
Select device type.

Mirror (RAID-1) device

Allows to create mirror (RAID-1) of two virtual disks. Replication to a remote iISCSI
target is also available.,

Snapshot and CDP device

Allows to create virtual disk with support for backup and snapshots. CDP - Confinuous
Data Protection.

High Availability device
Allows to create Image File device with HA (high availability) support.

-1

<gack || Next> | [ concel | [ rieb

9. Since we performed these steps from the console while SWS-Storel was selected in
the interface, we need to specify the information for the other storage server. The user
name and password information is for the remote server. If you have different user
names and passwords, it is important to note that this set of credentials is for the other
server in the pair for the High Availability device.
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A Target Wizard =
Partner server parameters —~—
Specify partmer server parameters, —_—
Host: | 172.30.100.222 | Port: | 3261
Authentication |Ea=i|: .v|
UUser Name: | roat |
Password: | T |
[ = Back ][ Mext = ] [ Cancel [ Help ]

10. Once the connection is made to the partner storage server, the next step is to
provide a name for the storage instance on the partner server. A name will be
automatically created. It is a very good practice to provide the same name as used on
the initial server appended with some convention that clearly identifies that the two
names go together. In this case, the initial name was HAL, so the partner target name is
HA1Partner.
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| Add Target Wizard )
Fartner server common target parameters —~
Specify partner server target aias and target names. ——
Partrer Target Alias:
[~ parne] |
[ Partner Target Mame:
[ <Back || mMext> | | cancel | [ Heb

11.Using the browse button, select the drive and folder for the High Availability device
for both servers and enable the Create new check box. In this case, both images use the
same name and location which will make it easier to manage the device over time. Using
identical names it not an issue as this name is just the file name of the image file used
on both storage servers. Since this image will be used to contain a VM image file, it
needs to be fairly large. The size will vary according to your needs for your individual or
multiple VMs.
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Add Targe: Wizard

&3]
Virtual disks parameters —~
specify virtual disks parameters, —_——

Current server virtual dsk parameters
| My Computer \HIHA Limg | ==

[#]Create rew

Partner server virtual dek parameters

|Mr Computer H\HA Limg |r ™=
Createnew
SZE In MBs: 0980 ==
| <Back || Newt> | [ cancel | [ Hep |

12.The target names and ports are provided automatically. The interface needs to be
manually set to the network interface and its TCP/IP address that will be used by the
other storage server to connect to each other and to synchronize the High Availability
device image file. The names can be clearly seen where the first name is HA1 and the
second name is HA1Partner. The priority is set so that one server is the primary and the
other is the secondary.
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Add Target Wizard

.@u
Data synchronization channel parameters
-
——

Spedfy data synchronization channel parameters.

Current s=rver perameters

TaroetName: | ign.2008-08. com. starwindsoftware:sws-store Lews.com-hal

Interface: | 172.30.100.111 [+] & rot Shei

Priority: | rmary B

Partrmer server parameters

Taroet Mame: | iqn.2008-02, com, starwindsoftware: 172,30, 100, 222 -ha 1partner

Interface: | 172.30.100.222 || & port: 3260

Priority: | Secondary | -

| «Bade || met> | | cancal | [ hHep |

13.The two disk devices need to be synched after they have been configured for the
primary and the secondary and their interfaces have been set. The options are to clear
them both and then synch them, synch one from the other, or to not synch them at all.
Once the initial method is selected, the devices will synch changes between them.
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Add Target Wizard
Initialization mathod —
Specify iritialization method. —
Celart iritialzation method:
1@ Clear virtual disks (WARMIMG: All data will be deleted!)
(71 synchronize partner server virtual disk with cuirent server one
(71 Synchronize current server virtual disk with partner server one
(7 Do ot synichrarnize virtual disks
[ <Back || Newt> | [ concel | [ reb |

14.The next screen provides a summary of the previous steps. There is nothing to do on
this screen except to cancel the setup or click on next. This is a screen, though, that
should be captured and saved for documentation.
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TR A a1 T |
Add Target Wizard
Add Target Wizard
The following device will be added:
HAImage1
e
You specified the following settings:

Partner Host : 172.30.100.222
Partner Management Port : 3261 |

[ »

Partner Authentication : 1
Partner User Name : root
Partner Password : starwind =0
Partner Target Name : ign. 2008-08.com. starwindsoftware: 172,
Local Image : My Computer\HVHA Limg

Create new ; Yes

Partner Image : My Computer\H'HA 1.img -
4| i | 3

m

Click Next to add new device,

[ <gock [ Next> ][ cancel | [ reb

15.0nce the Finish button is selected, then the setup is finished.
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Add Target Wizard =
Add Target Wizard

The following device was ceated:

HaImage 1

e

Target mame:

I:l_n_.EEIEIE—GB.mm.slﬁrwndsufware:sms—storel.sws.::om—hal -

To dose this wizard dick Finish,

cBack  |[ommih ] [ conel Help

16.After the setup is complete, the StarWind Management Console will be updated to
show the new High Availability device and the two target files. The yellow warning
triangle will continue to show up while the devices synchronize. Once the
synchronization process is complete, the yellow warning triangles will disappear and the
High Availability device will be ready for use.
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e e - - g
© StarWind Management Consale = o ]
: Fle Host Target Options Help

T - -
= E Starilfind Servers = : I I :l e P star WFﬂd
L; . SWS-STCREL.SWS,COM { 172,30, 100, E Target List \F.HHF Permissions !HCEEE Rights
G Tarets HAL
AL / Devices " SCSI Sessions (1) " CHAP Permssians .
: . SWS-STOREZ (172,30, 100.222) : 325 Device Name | LUN Device Type | State
_.,{} Targets Ermmagel 0 Ha Active
ﬂ H& 1Partner
Device Properties
-
Device: HAImage 1 |:|.
Sizz in Mgs: 20479
Current Server
Target Mame: ign. 2008-08.co 7
| il 3

Starwind Software | Resdy

Please note, the minimum configuration includes the creation of both a device to serve
as the quorum drive (generally only 1024 MB are needed for this) and a device for VM
Storage.

Setup The Failover Cluster Nodes

The details for configuring Failover Clustering for Windows Server 2008 are the same as
for configuring Windows Server 2008 R2. Please review the Clustering 101 White Paper
and the Clustering 101 Web Cast at http://www.starwindsoftware.com/experts.

The Hyper-V Role needs to be added to each node in the failover cluster along with the
Failover Clustering and the Multipath 1/O Features.

Once the nodes are ready, the next step is to connect the nodes to the storage devices
and to configure the Multipath 1/O.

Setup Iscsi Initiator

Windows Server 2008 R2 has an iSCSI initiator built-in and it only requires being
configured to connect to the SAN software.
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The steps for configuring the iSCSI initiator need to be performed on all servers that will
be nodes in the cluster.

1. Open the iSCSI Initiator in the Control Panel. An easy way to open it is to use the
search field in the upper right hand corner and entering iSCSI.

E iscsi - Control Panel

‘@\;Evcmdrde |3 s ﬂ

[ o

,.-1_ Administrative Tools

) Set up SCEL initiator

ﬁ&aldﬂ Windows Help ard Suppart for Miaesi”

Click Yes if prompted to start the iSCSI service. Click Yes if prompted to unblock the
Microsoft iSCSI service for Windows Firewall.

2. Click on the Discovery Tab and then add the dedicated iSCSI TCP/IP address for the
first storage server. Repeat for the second storage server’'s TCP/IP address.
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iSCST Initiator Properties

X

Targets DiEcovery Ian:riI:E Targets | Vakmes and Devics | RADILS | Canfiguretion |
~Targetportas

The ayetem vl lock far Tarpets on following portsle: &I

acdress [Pot | adepter | Feddess |

172.30.100.111 3260 Defait D Fewilt

172.30.100.722 3260 Defaut Default

To add a target portal, dick Discaver Partal, Discover Partal, .,

Ta remove a target portal, select the address above and

then cick Remove, &I

~I5MG servers

The system is registered on the folowing SKS servers: Refrezh
Mame=

Ta add an EMNS servwer, didc Add Server, Add Sarver... |

To remoue an SMS server, s=lect the s=ruer abows and

then cick Remave. —IRHMM:

oK I Cancel I Ll I

3. On the Target tab, select the device and click Connect to establish the connection.
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Connect To Target

Target name:

I ign, 2008-08 . com, starwindsoftware:sws-store L, sws.com-hal

[ Add this connection to the list of Favorite Targets.

This will make the system automatically attempt to restore the
connection every time this computer restarts.

[~ Enable multi-path

The procedure should be done for both targets on both nodes.

Enable Multipath l/o

In the Administrative Tools, select MPIO.

In the MPIO Properties, select the Discover Multi-Paths and enable the check box for Add

support for iSCSI devices. This option will allow the use of iSCSI drives with MPIO for
redundancy.
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MPIO Properties i

'MPIO Deviess  Discover Mult-Paths ||:15w| Install | Configuration Snapshet |

~SPC-3 compliant

Device Hardware Id I

[+ Add suppart for iSCSI devices

Add |
~Others
Device Hardware Id |
pid |
More information on dscovery of mulipathed devices
ok | cancel |

The server will reboot.

Initialize The Disk

1. After reboot the Disk Management node in the Server Manager console will clearly
show a single disk and not two different disks even though there are two separate
connections. The disk may need to be brought online and initiated first.
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Fle  Acton  Wew  Help

=10/ =]
Al e e
fim Server Manager {DEMOL) Disk Management  Volume List + Grachical Ve
* G Roles

Actions
F Featunes Yol B m -" Eﬂ ='l' Stans Capadty | A
giuawuﬁ (23 mle  Baelc  NTFS Healthy {Boat, Page Fie, Crash Dumg, Primary Partiton] 232796 2
# iy Corfgurstion Hyper-¥ (Hi) Simple  Bagic  NTFS Healthy {Primary Partion}
= g Srage LeSystem Reserved Simple  Baskc  NTFS

Wior= Achions B
MOIGE L
Healthy [System, Active, Primary Pariton] 100 WB 7
i Windows Server Badap
E Dick Maragement | | 4
o D=k D =
Hase System Reserved (o)
132.E8 BB 100 M8 MNTFS BLTQCE N
Crine Healthy (Syoten, Acive, ||Healthy [Eoot, Page Fle, Crash Dump, Primary Pardibon)

2. To further verify that the MPIO is properly configured, right click on Disk 1 in the Disk
Management console and click on Properties. In this case, the policy is configured for
Round Robin so that both device files are used on the storage servers. It is possible to
configure the connections multiple ways, but the most common will be Round Robin.
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ROCKET IMAGEFILE Multi-Path Disk Device Properties |

.Em&rall F'ulici&al Volumes MFID | Diriver | Detailsl

Select the MPIO poiicy: [T |
Description
The nound robin policy attempts to evenly distribute incoming requests
to all processing paths.

D5M Mame:  |Microsat DSM Details

This device has the following paths:

Path Id | Path State [ Weight |

F7040000 Active,/Optimzed

77040001 Active,/Optimized
To edit the path settings for the MPIO policy, select a ;
pathand click Edi. Edit... |
To apply the path settings and seected MPIO policy, foply
click Apply. |

Mare irformation about MPIO policies

[ ok | caca |

Creating The Failover Cluster

The next steps are to create a Failover Cluster and to configure it to support a Hyper-V
image. Since the Failover Cluster feature and the Hyper-V role have both already been
enabled, the next steps are pretty straight forward.

To create the failover cluster, follow these steps.

1. Open the Failover Cluster Management console
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=|‘.! Faikruer Chastar Manager
Fe  acion  Mew  Help

= mp || @

el Foilover Cluster Monager w

ks Create Talkver custers, weldate hardwers for potertisl {al over clusters, and pefom corfigurstion -
h charges o your fabover clusien * walidate & Configuration. ..

B creste = Custer
B Manage 3 Cuater, .,

& Tl rwar sl 1 @ st of inda pan dem cxanputon that w1 nodther b increaia tha sl aiy of 1o s ]
ard applicationg. Tha dustarod sarvan called rodes) e connacted by phpsical cables and by aoftwars. F .
ore of The nodes fals, another node beging to provide services | process known o faioeen | Froperies

- H e

T beagin ba wrs dal over chostenrg, first walidabe wour rardwane configuration, ther create = chasber, Afbar
drrsse shaps are oomplebe, you cen manape the choster, Maragrg o clusier can nokude migraing services
ard applcations o L from 8 chuster umning Windoves Sereer 2003, Windows Server 2009, or Wind oves

Jerver 2006 RZ.
Cresie o Chser | Creofing = Toikrver chusfer or adding 2 ghster
e nmi:
B} Mennge s Chsier [H Meonorg = {nlover chasier
Dborafing enices ord spplealions fron s
E;‘_uaz
jmmmioen Ifnomaion

B oo cusie tovics on the s
B Fadlorar cluplar communi on tha Weh

B Micranoft sippot pacge onihe Wabk

2. In the Failover Cluster Management console, click on Create a Cluster.

3. Click Next in the Before You Begin page of the Create Cluster Wizard.

Eh;' Create Cluster Wirard il

]i' Belore You Begin
=

Before You Begi Thia wizard erastee = cluster, which i 2 aat of sarver that work tagether to increasa the avaikbilty of
cluglered senvices and applications . f ore of the senvers fals, another senver begins hosting the dustered
services and applications (3 process known &3 falover).

Select ServeE
Validstion 'h'umi'\g

Befiore pou run this wizard, we strongly recommend that you un the Valdate a Cordipuation wizard to

:":’:‘?5_5 P:_‘" for ensune that your hemwars and hardwars seHings are compatble with failover dusiening .

Adminizeing the

Clugtar Microsoft suppors & duster saltion orly F the complele corfiguration (servers, network, and storage) can
Cerfrmation pazs ol iess inthe Validate @ Corfigurstion wizerd. |n addition, all fandware components in the cusier

aolution mua be "Certfied for Windows Senver 2008 RZ™.
Creating New Cluster
‘fou must be = local administrator on each of the servers you wart to include inthe duster.

Summary

Tocontirue, clck Hexd .

Mara abawt Mcraaof suppar of cluster solfiors that have passad validation {ass
Mare abowt the name and IP sddress information nesded for 3 new clusler

™ Da ret dww thiz page 29ain

Net> | Cancel |
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4. Click Browse in the Select Servers page, and then enter the names of the servers that
will be nodes in the cluster in the Enter the server name, and click the Check Names
button. Repeat as needed to enter all the server names in the field, and click Next.

555 Create Cluster Wizard |

Jﬁ‘ Select Servers
"

Before You Begin Addthe rames of all the servers that you want to have n the cluster. ou must add at least one server,

Select Servers

Validation Waming

Access Foint far Enter server name: || ﬂl

Administering the

—nE Selected servers: demal.sws.com Add
Carfimmaton demo? sws.com —I
Femove |

Creating New Cluster

Summany

= Previous | Mexd » Cancel

5. Select the radio button to perform the validation tests and click Next.
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F.:"E Create Cluster Wizard

J%i' Validation Warning

Before You Begin . Forthe servers you selected for this cluster, the reports from cluster corfiguration validaton tests

s l’_\ appearto be missing or incomplete. Microseft supports a cluster salution anly f the complete
~ configuration (servers. network and storage) can pass all the tests in the Validate 2 Configuration

Valdation Waming wizard.

Access Point for Do you want to un configuration validation tests before continuing?

Administering the

Cluster

Confimation

Creating Mew Cluster

I Yes. When | clck Mext. run configuration validation tests, and then retum to the process of creating
Summary the cluster.

Mo. | do not require suppoert from Micrasoft for this cluster, and therefore do not want to run the
valicationtests, When | click Nead, cortinue creating the custer.

6. Click Next on the Before You Begin page for the Validate a Configuration Wizard.
7. Select the radio button to run all of the validation test and click Next.
8. Click Next on the Confirmation page.

9. Correct any errors and re-run the validation process as needed. Click Finish when the
wizard runs without errors.

10.Enter the cluster name in the Cluster Name field and then enter the IP address for the
Access Point for Administering the Cluster page. Click Next.
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EEEE Create Cluster Wizard

Jﬁ‘ Access Point for Administering the Cluster
n:

Before You Begin Type the name you want to use when administering the cluster.
Select Servers

Access Point for
Administering the

Cluster Mame: |':1“5tf"—-l

One or more DHCP 1Pv4 addresses were comiigured automatically. One or mare |Pvd addresses could not
be corfigured atomatically. For each networc to be used, make sure the network & selected, and then
type an address.

Cluster

Confimation
Creating Mew Cluster | Netwarks | Add
ress
Summery M | 132168100024 SN

< Previgus I Mesd > I Cancel

11.Click Next on the Confirmation page.

12.After the wizard completes, click on View Report in the Summary page. Click Finish
and close any open windows.

13.Check the System Event Log for any errors and correct them as needed.

14 After creating the cluster enable the CSV in Failover cluster manager window. After
this you can create the virtual machine and place it's virtual disk on the CSV you have
created.

Configuring A Hyper-V Image In A Failover Cluster

The first step is to create a Hyper-V image on one of the nodes of the cluster. All of the
Hyper-V configuration and image files need to be stored on the shared storage of the
failover cluster.

Once the VM files are all completed and the image is stored, the next step is to configure
the VM as a clustered resource by following these steps:

1. In the Failover Cluster Manager, click on the Services and applications node under the
cluster name and then click on the Configure a Service or Application link in the Actions
pane.
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2. Click Next on the Before You Begin window.

3. Select Virtual Machine from the list of services and applications.

r_z‘ High Availability Wizard

jﬁ Select Service or Application
ik

Sedect the service or application that you wart to corfigurs fer high avalabilty:

B = Genenc Sep: & Descipion:
slact Wiy 1 . .
o R Lk Genede Service & wrtual maching iz 3 vinslizsd
Cormfimatioe £ htenet Stormge Mame Servics (5N5) Sever CompLter System runring on a phvsical
a # Mieseage Clsung compiter. Mukiple vimual machines can
Cortfigure High Jg N on one Gompier.
Porailability 5 Other Server
N == Piirt Server
So kg % R=mote Desidon Connection Brcker
) Vriual Machine
ek WINS Server

cPravicus || Net> | Caneel

4. Select the Virtual Machine by enabling the check box.
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58 High Availabiliby Wizard

@ Select Virtual Machine

Eefore rou Begin Select the vit_al machineis) that you want to corfigune for high svailability

Select Service or
Bpplcation

Mamea | Sats | Host Sarver
[ = ¥P Vrual Machine f Demo.aws.com

Selact Yirual Maching

Cordimation

Carfigure Hgh
Byaiabiiy

Summary

cPrvive |[ Metr | Canea |

5. The next screen is the confirmation screen. Clicking Next on this screen starts the
process of configuring the VM for the failover cluster. The following Summary screen

provides feedback on the configuration steps. In this case, it confirms that the process
was successful.
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=4 High Availability Wizard

ﬁ Summary

=
Before You Begin High availabilty was successfully corfigured forthe service or application.
Select Service or
Application
Select Virtual Machine |~
Confimztion -_'1
Sl < Virtual Machine
Nanme Result UESCPIPtIIJI'I 1
¥P Virtual Madhine 3& Success |
To viewthe report created by the wizard, click View Report.
To close this wizard. click Finish. —l"""&‘"“r epat...

Firish

6. In the Failover Cluster Manager, the new resource will be shown as offline and needs
to be started.

=0l
Fle aAction  Wew Help |
| 2| HIE |
) Fallover Duster Menager Services and applications Recant Cluster Events: 4l =| | Action
= ) g Lows.om e iearions—2
=1 5 Services and apolicatiors. | [higme [ Stzue [ Tipa | Curart Qunar [ Aute szt | e
, & XF i Mackine 2. ¥F Vitu.. (8 CFine Viusl Machne  Demnd fea W Configurea Senie ar Appl...
= [l Nodes . vriual Machnes.., 4
s Juster Shared Yolumes
_\'_.j Storage More Actions... b
| §a Mtworks i
Cusher Events ) o - '
1 Service or applicalion. &, Refresh
e
i
Steslues: Ao Star: Prresfesrrese] Cheeresr=::
Alerts- Stomge Carrent Dwmer:
Cliznt Access Mama- Capacity- Other Aesources -
IP Addresses:
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Summary

Microsoft Windows Server 2008 R2 is a very powerful platform. Combining Failover
Clustering with High Availability storage devices and Hyper-V provides a very powerful
solution with a great deal of redundancy that ensures the availability of vital
applications.

The steps covered in this white paper include:
* Configuration of High Availability devices in StarWind 5.0.

» Configuration of Multipath I/O to provide automatic load balancing and failover for
storage.

* Configuration of Failover Clustering.

* Configuration of Hyper-V images in Failover Clustering.
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