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Trademarks

“StarWind”, “StarWind Software” and the StarWind and the StarWind Software logos are

registered trademarks of StarWind Software. “StarWind LSFS” is a trademark of StarWind
Software which may be registered in some jurisdictions. All other trademarks are owned

by their respective owners.

Changes

The material in this document is for information only and is subject to change without
notice. While reasonable efforts have been made in the preparation of this document to
assure its accuracy, StarWind Software assumes no liability resulting from errors or
omissions in this document, or from the use of the information contained herein.
StarWind Software reserves the right to make changes in the product design without
reservation and without notification to its users.

Technical Support and Services

If you have questions about installing or using this software, check this and other
documents first - you will find answers to most of your questions on the Technical Papers
webpage or in StarWind Forum. If you need further assistance, please contact us .

About StarWind

StarWind is a pioneer in virtualization and a company that participated in the
development of this technology from its earliest days. Now the company is among the
leading vendors of software and hardware hyper-converged solutions. The company’s
core product is the years-proven StarWind Virtual SAN, which allows SMB and ROBO to
benefit from cost-efficient hyperconverged IT infrastructure. Having earned a reputation
of reliability, StarWind created a hardware product line and is actively tapping into
hyperconverged and storage appliances market. In 2016, Gartner named StarWind “Cool
Vendor for Compute Platforms” following the success and popularity of StarWind
HyperConverged Appliance. StarWind partners with world-known companies: Microsoft,
VMware, Veeam, Intel, Dell, Mellanox, Citrix, Western Digital, etc.

Copyright ©2009-2018 StarWind Software Inc.

No part of this publication may be reproduced, stored in a retrieval system, or
transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without the prior written consent of StarWind Software.
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Introduction To Starwind Virtual San Cvm

StarWind Virtual SAN Controller Virtual Machine (CVM) comes as a prepackaged Linux

Virtual Machine (VM) to be deployed on any industry-standard hypervisor. It creates a

VM-centric and high-performing storage pool for a VM cluster.

This guide describes the deployment and configuration process of the StarWind Virtual
SAN CVM.

Starwind Vsan System Requirements
Prior to installing StarWind Virtual SAN, please make sure that the system meets the

requirements, which are available via the following link:
https://www.starwindsoftware.com/system-requirements

Recommended RAID settings for HDD and SSD disks:
https://knowledgebase.starwindsoftware.com/guidance/recommended-raid-settings-for-h
dd-and-ssd-disks/

Please read StarWind Virtual SAN Best Practices document for additional information:
https://www.starwindsoftware.com/resource-library/starwind-virtual-san-best-practices

Pre-Configuring The Kvm Hosts

The diagram below illustrates the network and storage configuration of the solution:
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1. Make sure that a oVirt engine is installed on a separate host.
2. Deploy oVirt on each server and add them to oVirt engine.

3. Define at least 2x network interfaces on each node that will be used for the
Synchronization and iSCSI/StarWind heartbeat traffic. Do not use ISCSI/Heartbeat and
Synchronization channels

over the same physical link. Synchronization and iSCSI/Heartbeat links can be connected
either via redundant switches or directly between the nodes (see diagram above).

4. Separate Logical Networks should be created for iSCSI and Synchronization traffic
based on the selected before iSCSI and Synchronization interfaces. Using oVirt engine
Netowrking page create two Logical Networks: one for the iSCSI/StarWind Heartbeat
channel (iSCSI) and another one for the Synchronization channel (Sync).

5. Add physical NIC to Logical network on each host and configure static IP addresses. In
this document, the 172.16.10.x subnet is used for iSCSI/StarWind heartbeat traffic, while
172.16.20.x subnet is used for the Synchronization traffic.

NOTE: In case NIC supports SR-I0OV, enable it for the best performance. Contact support
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for additional details.
Enabling Multipath Support
8. Connect to server via ssh.

9. Create file /etc/multipath/conf.d/starwind.conf with the following content:

devices{
device{

vendor "STARWIND"
product "STARWIND*"
path grouping policy multibus
path checker "tur"
failback immediate
path selector "round-robin 0"
rr_min io 3
rr_weight uniform
hardware handler "1 alua"

10. Restart multipathd service.

systemctl restart multipathd

11. Repeat the same procedure on the other server.
Creating NFS share
1. Make sure that each host has free storage to create NFS share.

2. Enable nfs server and rpcbind services.

systemctl enable --now nfs-server rpcbind

3. Create directory for NFS share.

mkdir -p /mnt/nfs

4. Change rights and owner of the share to KVM
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chmod 0775 /mnt/nfs/
chown -R nobody:users /mnt/nfs/

5. Add NFS share to /etc/exports file.

vi /etc/exports
/mnt/nfs/ *(rw,anonuid=36,anongid=36)

6. Restart NFS server service.

systemctl restart nfs-server

7. Check that share has been exported.

exportfs -rvv

8. Add firewall rules for NFS.

firewall-cmd --add-service={nfs,nfs3,rpc-bind} --permanent
firewall-cmd --reload

Deploying Starwind Virtual San Cvm

1. Download StarWind VSAN CVM KVM: VSAN by StarWind: Overview
2. Extract the VM StarWindCVM.ova file from the downloaded archive.
3. Upload StarWindCVM.ova file to the oVirt Host via any SFTP client.

4. Change owner of the StarWindCVM.ova.

chown -R nobody:users /mnt/nfs/

5. Login to oVirt and open Compute -> Virtual Machines page. Choose Import.
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6. Specify path to .ova file and choose VM to import. Click Next.
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7. Verify VM settings and configure networks. Click OK.
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8. Repeat all the steps from this section on other oVirt hosts.

Initial Configuration Wizard

1. Start StarWind Virtual SAN CVM.,

2. Launch VM console to see the VM boot process and get the IPv4 address of the
Management network interface.

NOTE: in case VM has no IPv4 address obtained from a DHCP server, use the Text-based
User Interface (TUI) to set up a Management network.

3. Using the web browser, open a new tab and enter the VM IPv4 address to open
StarWind VSAN Web Interface. Click “Advanced” and then “Continue to...”
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A

Your connection is not private

Attackers might be trying to steal your information from 192.168.12.206 (for example,
passwords, messages, or credit cards). Learn more

NET:ERR_CERT_AUTHORITY_INVALID

Hide advanced Back to safety

This server could not prove that it is 192:168.12.206; its security certificate is not trusted
by your computer's operating system. This may be caused by a misconfiguration or an
attacker intercepting your connection.

Proceed to 192168.12.206 (unsafe)

4. StarWind VSAN web Ul welcomes you, and the “Initial Configuration” wizard will guide
you through the deployment process.

Welcome to StarWind Appliance

Follow the Initial configuration wizard and complete the required steps of the appliance setup

Start

by

5. In the following step, upload the license file.
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StarWind Appliance Initial configuration

License
License

Provide StarWind license file to continue

@ fyou cannot find the license fle, please contact your StarWind Sales Representative or send the request to

Upload file

6. Read and accept the End User License Agreement to proceed.

StarWind Appliance Initial configuration

+ License
Review end-user license agreement

EULA
Review and accept the following license agreement to continue

STARWIND LICENSE AGREEMENT FOR COMMERCIAL PRODUCTS

This StarWind License Agreement (the “Agreement”) is a legal agreement between the entity indicated on the signature
pageas ‘Licensee’ or the alfthis Agreementis. ly executed by the authorized user
(the “Licensee”) and StarWind Software, Inc, a State of Delaware, USA corporation ( “Stariind,”and collectively with
Licensee, the “Parties”and each, (a “Party”), thatis entered into as of the date of acceptance hereof by both Parties
hereto (the “Effective Date”)

Licensee is subject to the terms and conditions of this Agreement whether Licensee accesses or obtains StarWind Product
directly from Website, or through any other source. By Using, installing, andor Operating the StarWind Product, Licensee
d by the terms of this Agreement.If Licensee does not agree to the terms and conditions of this
ind is unwilling to license StarWind Product to Licensee. In such event, Licensee may not Use, install,
and/or Operate the StarWind Product n any way. The Stariind Product will not install and shall not be installed on any
computers, workstations, personal digital assistants, smartphones, mobile phones, hand-held devices, or other electronic
devices for which the Product was designed (eacha “Client Device”), unless or until Licensee accepts the terms of this
Agreement. Licensee may also receive a copy of this Agreement by contacting StarWind at: info@st
THIS DOCUMENT, UNTIL CONFIRMED BY STARWIND, CONSTITUTES AN OFFER BY LICENSEE, AND LICENSEE, BY EXECUTING
THIS DOCUMENT AGREES TO THE TERMS SET FORTH HEREIN, PROVIDED THAT LICENSEE HEREBY EXPRESSLY AGREES THAT
THIS AGREEMENT ONLY BECOMES EFFECTIVE UPON STARWIND'S FINAL ACCEPTANCE, APPROVAL AND EXECUTION
THEREOF.

IF EXECUTED ELECTRONICALLY, LICENSEE WILL HAVE THE OPPORTUNITY TO ACCEPT THIS OFFER OF AGREEMENT
THROUGH A CLICK-THROUGH PROCEDURE. IF LICENSEE DOES NOT WISH TO ACCEPT THE TERMS OF THIS AGREEMENT

¥ | accept the terms of the license agreement

7. Review or edit the Network settings and click Next.
NOTE: Static network settings are recommended for the configuration.
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StarWind Appliance Initial configuration

+ License
Configure management network

v EULA
Specify the unique IP address (static is recommended) and configure other network settings

Management network @ The Management network is used to communicate with services such as DNS and NTP and to access the appliance web Ul from external clients.
> mod
Static
NIC Model Bandwidth  MAC address 1P address Netmask @ Gateway
ens160 82574L Gigabit Ne. 1Gbit  00:50:56:9C:E 192.168.12.206  255.255.254.0 192.168.12.1
Name servers (optional):
192.168.12.17

Time settings (optional):

NTP server

. Specify the hostname for the virtual machine and click Next.

StarWind Appliance Initial configuration

+ License

Verify hostname
v EULA

Check the current appliance hostname and modify it if required
v Management network @ Use Latin letters, numbers, and dash

Static hostname

9. Create an administrator account. Click Next.
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StarWind Appliance Initial configuration

+ License
Create administrator account
v EULA

Specify n Is for the applianc
¥ Management network

+ Static hostname

Administrator account

Additional information (optional)

Full name

10. Review your settings selection before setting up StarWind VSAN.

StarWind Appliance Initial configuration

+ License
Review summary
v EULA

License type
¥ Management network

v static hostname License

v Administrator account R

Summary
Interface

Bandwidth

MTU

IP address
Appliance hostname

Credentials

Administrator username

Configure
-

11. Please standby until the Initial Configuration Wizard configures StarWind VSAN for
you.
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StarWind Appliance Initial configuration

¥ License

Configuring settings
v EULA

Please wait until all specified settings are applied
¥ Management network
+ static hostname Progress: 0%
v Administrator account
+ Summary @ Applying license

Configuration @ Configuring management network

Creating administrator account

12. The appliance is set and ready. Click on the Done button to install the StarWind

vCenter Plugin right now or uncheck the checkbox to skip this step and proceed to the
Login page.

StarWind Appliance Initial configuration

Initial configuration completed

The essential settings were successfully configured. Press “Finish” to close the wizard and navigate to the login page.

You can also install the StarWind vSphere plug-in if you want to access the StarWind Appliance web Ul from your vSphere
console.

[J Launch the StarWind vCenter plug-in installation wizard

Finish

13. Repeat the initial configuration on other StarWind CVMs that will be used to create 2-
node or 3-node HA shared storage.

StarWind Virtual SAN: Configuration Guide for [KVM], VSAN Deployed as a Controller Virtual
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Add Appliance

To create 2-way or 3-way synchronously replicated highly available storage, add partner
appliances that use the same license key.

1. Add StarWind appliance(s) in the web console, on the Appliances page.
NOTE: The newly added appliance will be linked to already connected partners.

Credentials

2. Provide credentials of partner appliance.

StarWind Virtual SAN: Configuration Guide for [KVM], VSAN Deployed as a Controller Virtual 14
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Add appliance

Credentials
Credentials

Specify the appliance IP address and its administrator credentials

The newly added appliance will be linked to already connected partners.

192.168.12.166

. Wait for connection and validation of settings.

Connecting to appliance.

4. Review the summary and click “Add appliance”.

Cancel

One Stop Virtualization Shop

StarWind Virtual SAN: Configuration Guide for [KVM], VSAN Deployed as a Controller Virtual

Machine (CVM) using Web Ul




StarW:nd One Stop Virtualization Shop

HYPERCONVERGENCE

Add appliance

v Credentials
Summary
Summary
Appliance name
Storage capacity
Storage pools

Volumes

Add appliance
I

Configure Ha Networking

1. Launch the “Configure HA Networking” wizard.

StarW:nd

HYPERCONVERGENCE

Dashboard
Network
Storage

Selected 0 of 6 Ve Configure HA networking oy ==
Network

[J interface & Adapter model & Link status & Bandwidth ¢  MACaddress 1Paddress & Appliance &
E8 Appliances

[0 W ensi60 82574L Gigabit Net... 1Gbit s 192.168.12.206 sw1

Users

W ensl60 82574L Gigabit Net... 1Gbit  00:50:56:9C:63:24 Management 192.168.12.166 Sw2
Tasks and events

M ens224 VMXNET3 Ethernet .. 10Gbit  00:50:56:9C:21:E1 Unassigned

M ens224 VMXNET3 Ethernet . 10Gbit  00:50:56:9C:D8:13 Unassigned

ens256 VMXNET3 Ethernet . Down 10Gbit  00:50:56:9C:C4:73 Unassigned

VMXNET3 Ethernet Down 10Gbit  00:50:56:9C:91:2C Unassigned

< Minimize
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2. Select appliances for network configuration.
NOTE: the number of appliances to select is limited by your license, so can be either two
or three appliances at a time.

Configure HA networking

Appliances

Select appliai

Al

3. Configure the “Data” network. Select interfaces to carry storage traffic, configure
them with static IP addresses in unigue networks, and specify subnet masks:

e assign and configure at least one interface on each node

 for redundant configuration, select two interfaces on each node

e ensure interfaces are connected to client hosts directly or through redundant
switches

4. Assign MTU value to all selected network adapters, e.g. 1500 or 9000. Ensure the
switches have the same MTU value set.

StarWind Virtual SAN: Configuration Guide for [KVM], VSAN Deployed as a Controller Virtual 17
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Configure HA networking

v Appliances © show sample network diagram

Data network = swi .
- Interface Model Bandwidth ~ MAC address IP address Netmask @ Link status
v ens224 VMXNET3 Ethernet.... 10Gbit  00:50:56:9C:21:E1  172.16.10.10 24 | up
[ ens2s6 VMXNET3 Ethernet.... 10Gbit  00:50:56:9C:C4:73  172.16.20.10 24
£ SW2 .
- Interface Model Bandwidth ~ MAC address 1P address Netmask @ Link status
v ens224 VMXNET3 Ethernet.... 10Gbit  00:50:56:9C:D8:13  172.16.10.20 24 | up
[J ens2s6 VMXNET3 Ethernet.... 10Gbit  00:50:56:9C:91:2C  172.16.20.20 24

Cluster MTU size:

9000

5. Click Next to validate Data network settings.

A Non-redundant configuration

Only 1 Data network is configured. Configure more Data

networks to eliminate a single point of failure

We recommended assigning at least two data network

interfaces to eliminate a single point of failure.

Acknowledge and continue?

No, cancel Yes, continue

6. Configure the “Replication” network. Select interfaces to carry storage traffic,
configure them with static IP addresses in unique networks, and specify subnet masks:

e assign and configure at least one interface on each node
 for redundant configuration, select two interfaces on each node

StarWind Virtual SAN: Configuration Guide for [KVM], VSAN Deployed as a Controller Virtual
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e ensure interfaces are connected to client hosts directly or through redundant
switches

7. Assign MTU value to all selected network adapters, e.g. 1500 or 9000. Ensure the
switches have the same MTU value set.

Configure HA networking
' Select interfaces to carry data replication traffic, configure them with unique IP addresses, and specify subnet masks.
v Appliances

« Assign and configure at least one interface on each node @
+ Data network

« Ensure interfaces are connected to client hosts directly or through redundant switches
Replication network
© Show sample network diagram

EXTIN
- Interface Model Bandwidth MAC address IP address Netmask @ Link status
v ens256 VMXNET3 Ethernet... 10 Gbit 00:50:56:9C:C4:73 172.16.20.10 24 Down
= sw2 .
- Interface Model Bandwidth MAC address IP address Netmask @ Link status

v ens2s6 VMXNET3 Ethernet.... 10Gbit  00:50:56:9C:91:2C  172.16.20.20 24 Down

Cluster MTU size:

9000

. Click Next to validate the Replication network settings completion.

A Non-redundant configuration

Only 1 Replication network is configured. Configure more
Replication networks to eliminate a single point of

failure.

We recommended assigning at least two data network

interfaces to eliminate a single point of failure.

Acknowledge and continue?

Noycancel ‘ -
— O
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Testing network settings..

9. Review the summary and click Configure.

Configure HA networking

v Appliances
Summary
+ Data network

¥ Replication network Appliance name G

Summary Data networks 172.16.10.10

Replication networks 172.16.20.10

Appliance name £ sw2
Data networks 172.16.10.20

Replication networks 172.16.20.20

Configyze

StarWind Virtual SAN: Configuration Guide for [KVM], VSAN Deployed as a Controller Virtual
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Add Physical Disks

Attach physical storage to StarWind Virtual SAN Controller VM:

Ensure that all physical drives are connected through an HBA or RAID controller.
Deploy StarWind VSAN CVM on each server that will be used to configure fault-
tolerant standalone or highly available storage.

Store StarWind VSAN CVM on a separate storage device accessible to the
hypervisor host (e.g., SSD, HDD).

Add HBA, RAID controllers, or NVMe SSD drives to StarWind CVM via a passthrough
device.

Learn more about storage provisioning guidelines in the KB article.

Create Storage Pool
1. Click the “Add” button to create a storage pool.

2. Select two storage nodes to create a storage pool on them simultaneously.

StarWind Virtual SAN: Configuration Guide for [KVM], VSAN Deployed as a Controller Virtual 21
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Create storage pool

Appliance

Appliance

Select one or more storage nodes to create a storage pool @

= Nodename & Status & Availabledisks ¢  Available capa... &
v Esm | online 3 15GB

v B sw | online 3 1568

Cancel

3. Select physical disks to include in the storage pool name and click the “Next” button.
NOTE: Select identical type and number of disks on each storage node to create identical
storage pools.

Create storage pool

v Appliance
Physical disks

Physical disks
Select physical disks to include in storage pools on each node @

£ SW1 4
= Diskname $  Mediat... Buspro... Contro... &
¥ A sd HDD SAS1068 PC...
v A sdc HDD SAS1068 PC...
v A sdd HDD SAS1068 PC...
Total raw capacity of selected disks: 15 GB
B SW2 4
2 Diskname ¥  Mediat... Buspro... Contro... %

v B s HDD SAS SAS1068 PC..

v B sdc HDD SAS SAS1068 PC..

4. Select one of the preconfigured storage profiles or create a redundancy layout for the
new storage pool manually according to your redundancy, capacity, and performance
requirements.

StarWind Virtual SAN: Configuration Guide for [KVM], VSAN Deployed as a Controller Virtual
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Create storage pool

Profile

v Physical disks
timal storage pool profile. Selected disks left unused will b

Profile

Usable capacity ~ Fault tolerance:

Hardware RAID, Linux Software RAID, and ZFS storage pools are supported and
integrated into the StarWind CVM web interface. To make easier the storage pool
configuration, the preconfigured storage profiles are provided to configure the
recommended pool type and layout according to the direct-attached storage:

e hardware RAID - configures Hardware RAID’s virtual disk as a storage pool. It is
available only if a hardware RAID controller is passed through to the CVM

e high performance - creates Linux Software RAID-10 to maximize storage
performance while maintaining redundancy

* high capacity - creates Linux Software RAID-5 to maximize storage capacity while
maintaining
redundancy

e better redundancy - creates ZFS Stripped RAID-Z2 (RAID 60)) to maximize
redundancy while maintaining high storage capacity

e manual - allows users to configure any storage pool type and layout with attached
storage

5. Review “Summary” and click the “Create” button to create the pools on storage
servers simultaneously.

StarWind Virtual SAN: Configuration Guide for [KVM], VSAN Deployed as a Controller Virtual 23
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Create storage pool

v Appliance

Summary

v Physical disks
Review specified settings ar

v Profile
B sw1
Summary

Storage pool layout

Create Volume
1. To create volumes, click the “Add” button.

2. Select two identical storage pools to create a volume simultaneously.

StarWind Virtual SAN: Configuration Guide for [KVM], VSAN Deployed as a Controller Virtual 24
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StarW:nd

& Dashboard

Volumes

Z Storage
Selected 0 of 0 4, Createanewvolume nage VHR user

B File shares

S LuNs

There are no volumes yet

@€ Volumes @ start sharing your storage resources to clients by creating a new one

illl Storage pools
B Physical disks
&% Network
E Appliances
& Users

B Tasksandevents v

< Minimize

Create volume
Storage pool

Select storage pool

Select one or more (in HA configurations) storage pools to create a volume @

= Name & Type & State & Resiliency...
¥ [ swumdo SoftwareRAID | Online RAID-5

v [ sw2mdo SoftwareRAID | Online RAID-5

Cancel

3. Specify volume name and capacity.

StarWind Virtual SAN: Configuration Guide for [KVM], VSAN Deployed as a Controller Virtual
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Create volume

+ Storage pool
Specify settings
Settings
Specify the volu

volume0

4. Select the Standard volume type.

Create volume

v Storage pool
Choose filesystem settings

v Settings
Choose the preferred filesystem settings for the new volume

Filesystem type

@ Standard

lume is created with standard settings. Recommended for general use and the highest

ted with additional reflink (data bloc}

5. Review “Summary” and click the “Create” button to create the pool.
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Create volume

v Storage pool

Review summary

Create Ha Lun

The LUN availability for StarWind LUN can be Standalone and High availability (2-way or
3-way replication) and is narrowed by your license.

1. To create a virtual disk, click the Add button.
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StarW:nd B & & i~

& Dashboard LUNs

£ Storage
Selected 0 of 0 +  CreateanewlUN :LUN

by

File shares

LUNs
There are no LUNs yet

Volumes @ start sharing your storage resources to clients by creating a new one

Storage pools
Physical disks
& Network
£ Appliances
& Users

B Tasksandevents v

< Minimize

2. Select the protocol.

Create LUN

Protocol
Protocol

LUN availability
Select the required Protocol

Appliances
Volumes
Failover strategy
LUN settings
Summary
& iscsl

SCS| isa recommended protocol for most HDD-based setups or medium-performance SSD-based setups.
This option offers broader compatibilty for storage clients.

3. Choose the “High availability” LUN availability type.
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Create LUN

¥ Protocol

LUN availability
LUN availability
Select the required LUN availability

Appliances
Volumes

® High availability (two-way replication)
Failover strategy

LUN settings

Summary

4. Select the appliances that will host the LUN. Partner appliances must have identical
hardware configurations, including CPU, RAM, storage, and networking.

Create LUN

+ Protocol

Appliances
+ LUN availability
Select two or three replication partners that should host the HALUN
Appliances

ol All appliances must have identical hardware configurations, including CPU, RAM, storage, and networking
olumes
Failover strategy

Status Software version Capacity

LUN settings

| online 1,5.460.5391+76fc51b 1568
Summary

| online 1.5.460.5391+76fc51b 1568

5. Select a volume to store the LUN data. Selected volumes must have identical storage
configurations.
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Create LUN

¥ Protocol

+ LUN availability

v Appliances
Volumes
Failover strategy
LUN settings

Summary

One Stop Virtualization Shop

Volumes

Select one volume on each appliance to store the HA LUN data. Selected volumes must have identical storage

configurations.
Volumes have identical configurations
£ SW1 o
Volume & State & Capacity &  FreeSp... Type &
® € volumeo Mounted 5G6B  4.92GB Standard
B SW2 4
Volume & State & Capacity &  FreeSp... Type &

® ¢ volumed Mounted 5GB  4.92GB Standard

6. Select the “Heartbeat” failover strategy.

NOTE: To use the Node witness or the File share witness failover strategies, the
appliances should have these features licensed.

Create LUN

¥ Protocol

¥ LUN availability

v Appliances

+ Volumes
Failover strategy
LUN settings

Summary

Failover strategy

Select the preferred failover strategy. The default is “Heartbeat”. However, you can choose another method if you do not
have a UPS unit at your disposal.

® “Heartbeat” (Recommended)

Appliances constantly communicate via *Heartbeat” networks.
To minimize the chances of “split-brain” during blackouts, configure UPS to prevent the simultaneous shutdown
of both appliances.

7. Specify the HA LUN settings, e.g. name, size, and block size. Click Next.
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Create LUN

¥ Protocol

¥ LUN availability

« Appliances

¥ Volumes

v Failover strategy

LUN settings

Summary

LUN settings

Specify the HA LUN settings

lun0

windsoftware:192

Bloeas
512 bytes

206-tuno | O

0:192.168.12.21

(]

¥ Allow multiple concurrent connections to iSCS| targets (MPIO)

One Stop Virtualization Shop

8. Review “Summary” and click the “Create” button to create the LUN.

Create LUN

¥ Protocol

+ LUN availability

v Appliances

+ Volumes

¥ Failover strategy

¥ LUN settings

Summary

Summary

Protocol

LUN availability
Appliance 1
Appliance 2
Volume names
Volume sizes
Failover strategy
LUN name

LUN size

MPIO

Create VMFS6 datastore

IQNS

iscs|

High availability (two-way replication)

sw2

volume0, volume0

Heartbeat
luno

4GB
Enabled
No

iqn.2008-08.com. ndsoftware:192.168.12.206-lun0
iqn.2008-08.co ndsoftware:192.168.12.166-lun0

Create LUN
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Provisioning Starwind Ha Storage To Hosts

1. Login to Engine and open Storage -> Domain. Click New Domain.

w = e
(O oVirt Open Virualization Manag. X = =
€ C A Notsecure | ksps//sw-ovirt-engine.sw.local/ovirt-engine/webadmin/flocale=en_Us#storage @ % L 0@ :
OVirt  OPEN VIRTUALIZATION MANAGER RS = & - 2
Storage
Storage: x Q
New Domain | | Import Domain || Manage Domain | Remove | | Connectior
ol |
Status Domain Name Comment Domain Type Storage Type Format Cross Data Center Status
a nod Data (Master NFS
Storage - node0z Data NFS
[=] ovirt-image-repository mage Openstack Glance

2. Choose Storage Type - iSCSI, Host and Name of Storage Domain. Discover targets via
iSCSI links, which were previously configured. Click Login All.

o = o x
() oVirt Open Virtualization Manag: X +
€ C A Notsecure | hitps//sw-ovirt-engine.sw.local/ovirt-engine/webadmin/Tlocale=en_US#storage e % L 0@ :
New Domain X
Data Center sw-dc (VS) v Name SDO |
Dor Data
1
iscs Comm

Host @ sw-demo-node-01.s5w.local -

R B
~

L
Target Name Address Port
@ Iqn.2008-08.com.starwindsoftware:172.16.2.47-5d01 172.16.10.10 3260 + "
"
z @ /qn.200€-08.com.starwindsoftware:172.16.2.48-5d01 172.16.10.20 3260 +
=1 =]
=
&
B
=
“
£
=
A
"
4
E]
=
¥ Advanced -
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3. Add LUN from each iSCSI target. Click OK.

v = O ®
() cVirt Open Virtualization Manas. X = +

C A Notsecure | hitps//sw-ovirt-engine sw.local/ovirt-engine/webadmin/Tiocale=en_US#storage e & & 0@
Data Center sw-dc [V5) m Name SDO1

Domain Function Data - Descriptior

i

Storage Type iscst v Comment

Host @ sw-demo-node-01.sw.local

3 Discover Targe
A
Target Name Address Port
©1qn.2008-08.com starwindsoftware:172.16.2.47-5d01 172.16.10.10 3260 Y=

"

% LUN ID Size #path VendorID Product ID  Serial Add

f 22ebei1fesdb3T5fb0 S00GIB 2 STARWINI STARWINI SSTARWINDSTARWIND_2EBE1FS: Add

w

® ©1qn.2008-08.com starwindsoftware:172.16.2.48-5d01 172.16,10.20 3260 Y

B0

-} LUN ID Sire #path VendorID  Product 1D Serial Add

22ehe1fe6db3Tsfb0 S00GiB 2 STARWINI STARWINI SSTARWINDSTARWIND_2EBEF6: Add

LUNs > Targets

¥ advanced Paramaters

o |0

4. Storage Domain will be added to the list of Domain and can be used as a storage for
VMs.
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' - (m] x
O ¥ = x| +
C A Notsecure | hitps//sw-ovirt-engine.sw.local/ovirt-engine/webadmin/Tlocale=en_US#storage e w & 0@
OVirt  OPEN VIRTUALIZATION MANAGER n % =& & - a4
Sto
Storaj *® [+
New Domain | | Import Domain | Manage Domain | e Connections | §
Status Domain Name Comment Domain Type Storage Type Format Cross Data Center Status
- . Data (Master NFS Active
S a ode Data NFS Vs Active
[=] ovirt-image-repository Image Openstack Glance v nattached
e FE e o

5. Login to each host and verify that multipathing policy has been applied using the
following command.

multipath -11

22&-&1911’&5&1 3 STARWIND, STARWIND
5i7e features="1 queue if no Twh ar="1 alua’ wp=rw

1d-robin 1 ctive
11 running
¥ running
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Contacts

US Headquarters EMEA and APAC

+1 617 829 44 95
+1617 507 58 45
+1 866 790 26 46

+44 2037 691 857 (United
Kingdom)

+49 800 100 68 26 (Germany)

+34 629 03 07 17 (Spain and
Portugal)

+33 788 60 30 06 (France)

LEEE

Customer Support Portal: https://www.starwind.com/support
Support Forum: https://www.starwind.com/forums
Sales: sales@starwind.com

General Information: info@starwind.com

=< StarW:nd

StarWind Software, Inc. 100 Cummings Center Suite 224-C Beverly MA 01915, USA
www.starwind.com ©2024, StarWind Software Inc. All rights reserved.
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