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Trademarks

“StarWind”, “StarWind Software” and the StarWind and the StarWind Software logos are

registered trademarks of StarWind Software. “StarWind LSFS” is a trademark of StarWind
Software which may be registered in some jurisdictions. All other trademarks are owned

by their respective owners.

Changes

The material in this document is for information only and is subject to change without
notice. While reasonable efforts have been made in the preparation of this document to
assure its accuracy, StarWind Software assumes no liability resulting from errors or
omissions in this document, or from the use of the information contained herein.
StarWind Software reserves the right to make changes in the product design without
reservation and without notification to its users.

Technical Support and Services

If you have questions about installing or using this software, check this and other
documents first - you will find answers to most of your questions on the Technical Papers
webpage or in StarWind Forum. If you need further assistance, please contact us .

About StarWind

StarWind is a pioneer in virtualization and a company that participated in the
development of this technology from its earliest days. Now the company is among the
leading vendors of software and hardware hyper-converged solutions. The company’s
core product is the years-proven StarWind Virtual SAN, which allows SMB and ROBO to
benefit from cost-efficient hyperconverged IT infrastructure. Having earned a reputation
of reliability, StarWind created a hardware product line and is actively tapping into
hyperconverged and storage appliances market. In 2016, Gartner named StarWind “Cool
Vendor for Compute Platforms” following the success and popularity of StarWind
HyperConverged Appliance. StarWind partners with world-known companies: Microsoft,
VMware, Veeam, Intel, Dell, Mellanox, Citrix, Western Digital, etc.

Copyright ©2009-2018 StarWind Software Inc.

No part of this publication may be reproduced, stored in a retrieval system, or
transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without the prior written consent of StarWind Software.
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Annotation

Relevant products
This guide applies to StarWind Virtual SAN, StarWind Virtual SAN Free (starting from
version 1.2xxx - Oct. 2023).

Purpose

This document outlines how to configure a Proxmox Cluster using StarWind Virtual SAN
(VSAN), with VSAN running as a Controller Virtual Machine (CVM). The guide includes
steps to prepare Proxmox hosts for clustering, configure physical and virtual networking,

and set up the Virtual SAN Controller Virtual Machine.

For more information about StarWind VSAN architecture and available installation
options, please refer to the StarWind Virtual (vSAN) Getting Started Guide.

Audience

This technical guide is intended for storage and virtualization architects, system
administrators, and partners designing virtualized environments using StarWind Virtual
SAN (VSAN).

Expected result

The end result of following this guide will be a fully configured high-availability Proxmox
Cluster that includes virtual machine shared storage provided by StarWind VSAN.

Prerequisites

StarWind Virtual SAN system requirements

Prior to installing StarWind Virtual SAN, please make sure that the system meets the
requirements, which are available via the following link:
https://www.starwindsoftware.com/system-requirements

Recommended RAID settings for HDD and SSD disks:
https://knowledgebase.starwindsoftware.com/quidance/recommended-raid-settings-for-h
dd-and-ssd-disks/

Please read StarWind Virtual SAN Best Practices document for additional information:
https://www.starwindsoftware.com/resource-library/starwind-virtual-san-best-practices
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Solution diagram

The diagrams below illustrate the network and storage configuration of the solution:
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Preconfiguring cluster nodes

1. ProxMox cluster should be created before deploying any virtual machines.

2. 2-nodes cluster requires quorum. iSCSI/SMB/NFS cannot be used for this purposes.
QDevice-Net package must be installed on 3rd Linux server, which will act as a witness.

https://pve.proxmox.com/wiki/Cluster Manager# _corosync_external_vote support

3. Install qdevice on witness server:

ubuntu# apt install corosync-gnetd

4. Install gdevice on both cluster nodes:

pve# apt install corosync-qdevice

5. Configure quorum running the following command on one of the ProxMox node
(change IP address)

pve# pvecm qdevice setup %IP Address Of Qdevice%
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6. Configure network interfaces on each node to make sure that Synchronization and
iSCSI/StarWind heartbeat interfaces are in different subnets and connected according to
the network diagram above. In this document, 172.16.10.x subnet is used for
iSCSI/StarWind heartbeat traffic, while 172.16.20.x subnet is used for the
Synchronization traffic. Choose node and open System -> Network page.

XDRUXMOXVMua\ Ervdronment 8.1.4 Search

Senver View # ode ‘sw-demo-node-01"
= Datacenter {(sw-demo-cluster)
Create Revert Edit Remaove Apply Configuration
/&;s.w—demu—node—m Q Search
22 localnetwork (sw-demo-node-01) o Marma T Type Active Autostant | WLANa.. | Por
- N ) R urArnary
Sl tocal (sw-demo-node-01) enol Metwork Device Mo Mo Mo
2 (] local-im (zw-demo-node-01) [ Motes :
enol Metwork Device Mo Mo Mo
B swdemo-node-02 5 Shell -
222 localnetwork (sw-demo-node-02) enad Netwark Device Ves Mo Mo
%D local (sw-demo-node-02) #§ System enod Metwork Device Mo Mo Mo
=[] local-m (3w-demo-node-02) & Netwark ens1finp0 Metwark Device Yeg Mo Mo
#* Certificates ens1finp1 Metwark Device ‘fes Mo o

7. Click Create. Choose Linux Bridge.

xpnuxmowi‘tual Environment 814 Search

Senver View B Node 'sw-demo-node-01"
= Datacenter (zw-demo-clustar)
Create Revert Edit Remaove Apply Configuration
-/&ils.w-demo-node-m Q Search Lo B
EI2 localnetwark (sw-demo-node-01) S g Active Autostart | WLAN a..
- . . ummary Linux Bond
2 (] local (sw-dermo-node-01) f”“" on work Device Na Mo Na
= (] locak-lvm (sw-dema-nade-01) [J Notes Linux YLAN - - N N
wark Device 0 0 o
B sw-demo-node-02 5_ Shell OVS Bridga -
222 localnetwork (sw-demo-node-02) OWS Bond work Device Tes Mo Mo
= ] local {sw-demo-node-02) ¥ System VS IntPort wark DEV?CE Mo o Na
£ (] local-lvm (sw-demo-node-02) = Network Shs weuwork Device Yes Mo Mo
#* Certificates ens1flinpl MNetwork Device Yes No Mo 8 Create
Linux Bridge and set IP address. Set MTU to 9000. Click Create.
Create: Linux Bridge ®
Mame: wimbrl Autostart; kA
IPudFCIDR: 172.16.10.1/24 SLAM aware: |
Gateway (IPwd): Bridge ports: ‘ ens1f0np0|
IPE/CIDR: Comrment:
Gateway (IPvE):
MATLL: Q000
& Help Advanced [

9. Repeat step 8 for all network adapters, which will be used for Synchronization and
iSCSI/StarWind heartbeat traffic.
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10. Verify network configuration in /etc/network/interfaces file. Login to the node via SSH
and check the contents of the file.

auto lo
iface lo inet loopback

iface enpls0 inet manual

iface enp7s0 inet manual
mtu S000

iface enpBs0 inet manual
mtu 5000

auto vmbr(

iface wvmbr0 inet static

address 17

bridge-stp off
bridge-£fd 0

auto vmbrl

iface wvmbrl inet static
address 172.16.10.1/24
bridge-ports enp7s0
bridge-stp off
bridge-fd 0
mtu 5000

auto vmbrz2

iface vmbr2 inet static
address 172.16.
bridge-ports enp8s0
bridge-stp off
bridge-fd 0
mtu 9000

—— INSERT ——

11. Enable IOMMU support in kernel, if PCle passthourgh will be used to pass RAID
Controller, HBA or NVMe drives to the VM. Update grub configuration file.

For Intel CPU:

Add “intel_iommu=on iommu=pt” to GRUB_CMDLINE_LINUX_DEFAULT line in
/etc/default/grub file.

For AMD CPU:

Add “iommu=pt” to GRUB_CMDLINE_LINUX_DEFAULT line in /etc/default/grub file.
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-01:~# cat Jete/defaultsgrub
file, run 'update-grub' afterwards to update
# sbootsgru
# For full documentation of the options in this file, see:
# info -f grub -n 'S3 1

y DEFALLT=0
_TIMEGUT 5
dev/null || echo Debian”
ommu=on lommu=pt"
LMDLINE LIML:

# If your cnmputpr h' mu1t1p1p HpPthlnq ms installed, then uuu
# probably wan - er. . our computer ;
# for gu ;1 e '.":' W v 01 lces, running

1t mounts

#GRUE_ :LE_I:IEi_F'F!.uEiEF!;T:al:z:e '

# IIrn:uran-nt ‘tl_l enable E-:||:|F"r'1 T11tF-r1r|q rn|u:|1‘r|.- ‘tll sui

«hich your graphic card supports wia WEBE
y with the command “vwheinfo!

! don't want GRUB to pass "root=UUID parameter to Linux
#GRUE_DISABLE LIMUY _UUID=true

# Uncomment to disable generation of recovery mode menu entries
#GRUB_DISABLE FECOVE

# Uncomment to get a beep at grub start
#GRUE INIT TI IN 0 -1-1" 1"

12. Reboot the host.
13. Repeat steps 6-12 an all nodes.

Deploying Starwind Virtual San Cvm

1. Download StarWind VSAN CVM KVM: VSAN by StarWind: Overview
2. Extract the VM StarWindAppliance.qcow?2 file from the downloaded archive.

3. Upload StarWindAppliance.qcow? file to the Proxmox Host via any SFTP client (e.qg.
WinSCP) to /root/ directory.
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frootf

Marme - Size Changed Rights Chyher
. 2/26/2024 8:35:01 &0 Pur =3P root
D Cuhd -0 qooud 106143, 311872024 6:13:02 Ak Puy-f--r-- root

4. Create a VM without OS. Login to Proxmox host via Web GUI. Click Create VM.
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G B CPU o 011% 0l 16 GPUs)

@ K gy s0es
B Loas averngs 0009004
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1 Pradueticn-aasy Erbmpiss rapesiioey enibied () Estiross rpsstory saess vald substiiption ¥
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5. Choose node to create VM. Enable Start at boot checkbox and set Start/Shutdown
order to 1. Click Next.
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Create: Virtual Machine G

0S8  Systern  Disks  CPU  Memory  Metwork  Confirm

ode: sw-darno-node-01 Resource Pool:

Wh 1D 100

Marre: 0

Start at boot; [ StartfShutdown 1
order:
Startup delay: default

Shutdown timeout: default

Tags
Mo Tags | o

@ Help Advanced A | |

6. Choose Do not use any media and choose Guest OS Linux. Click Next.

Create: Virtual Machine G

General m System  Disks CPU Vemory letwork

(C) Use CD/DVD disc image file (iso) Guest 05
Type: Linux
Version: 6.x - 2.6 Kernel

() Use physical CD/DVD Drive

(® Do not use any media

6. Specify system options. Choose Machine type g35 and check the Qemu Agent box.
Click Next.
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Create: Virtual Maching =

General 0S5 Disks  CPU  Mermory  MNetwork  Confirmn
Graphic card: Default SCEl Controller: irlO SCEI single
tlachine: 035 Qemu Agent: M
Firrmeare
BIDS: Default (SeaBIOS) Add TPW: |
& Help Advanced (A

7. Remove all disks from the VM. Click Next.

Create: Virtual Machine X

General 05  System m CPU Memory  Network

No Disks

8. Assign 8 cores to the VM and choose Host CPU type. Click Next.
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Create: Virtual Machine )

General 0s System Disks CFU fernary MMetwark Caonfirm

Sockets: 1 Type: | host] x
Cores: g Total cores: a
€ Help Advanced [

9. Assign at least 8GB of RAM to the VM. Click Next.

Create: Virtual Machine ®

General 05  System  Disks CPU Network

Memory (MiB): 8192 |

10. Configure Management network for the VM. Click Next.
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Create: Virtual Machine (6]
General 0S5  System  Disks CPU Memory  BEESGHS  Confirm

[] Mo network device

Bridge: vmbr{ Model: | VirtlQ (paravirtualized)
VLAN Tag: no VLAN MAC address: auto
Firewall: [

11. Confirm settings. Click Finish.

Create: Virtual Machine &
General 05 System  Disks  CPU  Memory  MNetwork  FEGTEE
Key T Walue
agent 1 -
cores g
cpu host
ide2 niahe, media=cdrom
machine q35h
rrermary 8192
name Chid1
hetd vittio bridge=vrnbr0 firewall=1
nodenarme sw-demo-node-01
nurma 1]
onboot 1
ostype 26
scaih vitio-scsi-single
sockets 1 -

[] Start after created

Advanced []

12. Connect to Proxmox host via SSH. Attach StarWindAppliance.qcow? file to the VM.
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gm importdisk 100 /root/StarWindAppliance.qcow2 local-lvm

13. Open VM and go to Hardware page. Add unused SCSI disk to the VM.

14. Attach Network interfaces for Synchronization and iSCSI/Heartbeat traffic.

Add: Network Device ()

(4]

Bridge: | vmbr2 | Model: VirtlO (paravirtualized)
VLAN Tag: no VLAN MAC address: auto
Firewall: A

© Help Advanced [ ] m

15. Open Options page of the VM. Select Boot Order and click Edit.
XPRQXMD)(w-mal EMVIronment .14 Seach

Server View #  Vitual Machine 100 (CYMOT) on node ‘sw-demo-node 01" Ko Tags
= Datacenter (sw-demo-cluster)

B swdemo-node-01 ey ER [Rever
100 (CVvhOT) > Console Name Cvmoi
E2 |ocalneiwork (sw-demo-node-01) I Hardware Start at boot Yes
gE local (sw-damo-node-01) & Cloud-Init Start/Shutdown order order=1
=[] local-bm (sw-demo-node-01) 03 Type Linux B.x - 2.6 Kamel

B sw-demo-node-02 % Options

22 localnatwork (sw-demo-node-02) Task Histary gty - ool
(] local (sw-damo-node-02) . Use tablet for pointer Yes
& Nlonitor )
2] locakhm (sw-deme-node-02) Hetplug Disk, Network, USE
Backup ACPI support Vs
13 Replication KM hardware wriualization Yes
9 Snapshats Freeze CPU al starup No
0 Firewsll Use local time for RTC Default (Enabled for Windows)
i RTC start date o
o' Permissions
SMEBIOS settings (typel) uuid=270343he-97 4a-46 25-2e99-e(bfc S6620
QEMU Guest Agent Enabled
Protection Mo
Spice Enhancements nong
WM State storage Automatic

16. Move scsi0 device as #1 to boot from.
Edit: Boot Crrder )

# Enabled | Device Description

% local-mcvn-100-disk-D0 iothread=1 size=30G

] &  hostpeid 0000:83:00.0

] &  hostpeil 0000:8%:00.0

O @ ide2 none,medig=cdrom

| = netl vitio=BC:24:11:A2:9F: D3 bridge=vmbrl firewall=1

—

Drag and drop to reorder

& Help | ||

17. Repeat all the steps from this section on other Proxmox hosts.
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Attaching Storage To Starwind Virtual San Cvm

Please follow the steps below to attach desired storage type to the CVM

Attaching Virtual Disk To Starwind Virtual San Cvm

1. Open VM Hardware page in Proxmox and add drive to the VM, which going to be used
by StarWind service. Specify size of the Virtual disk and click OK.

CSl Controler Vi) SCSI single Discart
lacaltem

Note. It is recommended to use VirtlO SCSI single controller for better performance. If
multiple virtual disks are needed to be used in a software RAID inside of the CVM, VirtlO
SCSI controller should be used.

2. Repeat step 1 to attach additional Virtual Disks.

3. Start VM.

4. Repeat steps 1-2 on all nodes.

Attaching Pcie Device To Starwind Virtual San Cvm

1. Shutdown StarWind VSAN CVM.

2. Open VM Hardware page in Proxmox and click Add -> PCI Device.
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X PROXMO X sl Emironmenta 14 =

s iulid % | Vinual Machine 100 (CVMDT) on nade ‘sw-dema-node01  Ho Tage o <
E= Datacenter (sw-dema-cluster)

B swdemonods 01 & Summary Add Ramave K acon Rever
100 (VM1 > Conscle ] S | Hard Disk 00 GiB
£ locainatwork (sw-demo-node01) () Hardware {@ COOVD bme 8 (1 zockats, 8 cares) [host]
local (gw-demo-node-01 , = Network Device
gélncal:ﬂn(ﬁmﬂamn—nnn:m] L ;Q EFI Disk et (Se3810%)
B swdemonode-02 8 Options 2 TPM State L
82 localnetwork (swdema-nade02) | M Task History & USH Device “?5 4
[ local (swdemo-node 02) i = e L SEEIET:
2 (] 1ocak-hm (sw-damo-node-02) (@ Sarial Pont ] nane media=cdrom
Backup ! local-hrm-vm- 100-disk0 jothread=1 size=30G
& Cloudinit Drive
B Reglication [ e Vitin=BC:24:11:AZ-9F D3 bridge=vmbrl frewsli=]
b et [ ind RNG
0 Firewsll

o' Permissions

3. Choose
PCle Device from drop-down list.

Add: PCI Device (5]

_) Mapped Device

Primary GPU
@) Raw Davice
Device: | 0000:58:00.0
All Functions: . 1D T 1OMM. Wendor Device Medi

0000:85:1e 6 nz2 Intel Carparation Sky Lake-E PCU Registers No -

2 BE 000D:BB:00.0 18 Samsung Electro...  NviMe SSD Controller 172Xa/172%b No
0ooo:g2:000 19 Samsung Electro...  NvMe SSD Controller 172XaM172%b No
0000:2e:050 M3 Intel Carporation Sky Lake-E ¥Td No
0000:ze052 114 Intel Carporation Sky Lake-E RAS Configuration Registers No
0000:ae:05.4 115 Intel Corporation Sky Lake-E I10x¥APIC Configuration Registers No
000022080 ne Intel Corporation Sky Lake-E Integrated Memory Controller No
0000:2e:090 117 Intel Corporation Sky Lake-E Integrated Memory Controller No
0000:ze0a0 ne Intel Carporation Sky Lake-E Integrated Memory Controller Mo
0000:ze:02.1 19 Intel Carporation Sky Lake-E Integrated Memary Controller No
0000:38:0a.2 . 120 o Intel Cornoration Sky Lake-E Intecrated Memory Controller Mo =

4. Click Add.
Add: PC| Device &)

() Mapped Device
Primary GPU- ]

=

@ Raw Device

Device:  0000:88:00.0
All Functions: []

& Help Advanced [

5. Edit Memory. Uncheck Ballooning Device. Click OK.
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Edit: Memory (=
termary (MIE): a192|
Ballooning Device: ]
& Help Advanced [ | | |
6. Start VM.

7. Repeat steps 1-6 on all nodes.

Initial Configuration Wizard
1. Start StarWind Virtual SAN CVM.

2. Launch VM console to see the VM boot process and get the IPv4 address of the
Management network interface.

NOTE: in case VM has no IPv4 address obtained from a DHCP server, use the Text-based
User Interface (TUI) to set up a Management network.

Default credentials for TUIl: user/rds123RDS

3. Using the web browser, open a new tab and enter the VM IPv4 address to open
StarWind VSAN Web Interface. Click “Advanced” and then “Continue to...”

StarWind Virtual SAN: Configuration Guide for Proxmox Virtual Environment [KVM], VSAN 17
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A

Your connection is not private

Attackers might be trying to steal your information from 192.168.12.206 (for example,
passwords, messages, or credit cards). Learn more

NET:ERR_CERT_AUTHORITY_INVALID

Hide advanced Back to safety

This server could not prove that it is 192:168.12.206; its security certificate is not trusted
by your computer's operating system. This may be caused by a misconfiguration or an
attacker intercepting your connection.

Proceed to 192168.12.206 (unsafe)

4. StarWind VSAN web Ul welcomes you, and the “Initial Configuration” wizard will guide
you through the deployment process.

Welcome to StarWind Appliance

Follow the Initial configuration wizard and complete the required steps of the appliance setup

Start

by

5. In the following step, upload the license file.
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StarWind Appliance Initial configuration

License
License

Provide StarWind license file to continue

@ fyou cannot find the license fle, please contact your StarWind Sales Representative or send the request to

Upload file

6. Read and accept the End User License Agreement to proceed.

StarWind Appliance Initial configuration

+ License
Review end-user license agreement

EULA
Review and accept the following license agreement to continue

STARWIND LICENSE AGREEMENT FOR COMMERCIAL PRODUCTS

This StarWind License Agreement (the “Agreement”) is a legal agreement between the entity indicated on the signature
pageas ‘Licensee’ or the alfthis Agreementis. ly executed by the authorized user
(the “Licensee”) and StarWind Software, Inc, a State of Delaware, USA corporation ( “Stariind,”and collectively with
Licensee, the “Parties”and each, (a “Party”), thatis entered into as of the date of acceptance hereof by both Parties
hereto (the “Effective Date”)

Licensee is subject to the terms and conditions of this Agreement whether Licensee accesses or obtains StarWind Product
directly from Website, or through any other source. By Using, installing, andor Operating the StarWind Product, Licensee
agrees to be bound by the terms of this Agreement. If Licensee does not agree to the terms and conditions of this
Agreement, Stariind is unwilling to license StarWind Product to Licensee. In such event, Licensee may not Use, install,
and/or Operate the StarWind Product n any way. The Stariind Product will not install and shall not be installed on any
computers, workstations, personal digital assistants, smartphones, mobile phones, hand-held devices, or other electronic
devices for which the Product was designed (eacha “Client Device”), unless or until Licensee accepts the terms of this
Agreement. Licensee may also receive a copy of this Agreement by contacting StarWind at: info@st

THIS DOCUMENT, UNTIL CONFIRMED BY STARWIND, CONSTITUTES AN OFFER BY LICENSEE, AND LICENSEE, BY EXECUTING
THIS DOCUMENT AGREES TO THE TERMS SET FORTH HEREIN, PROVIDED THAT LICENSEE HEREBY EXPRESSLY AGREES THAT
THIS AGREEMENT ONLY BECOMES EFFECTIVE UPON STARWIND'S FINAL ACCEPTANCE, APPROVAL AND EXECUTION
THEREOF.

IF EXECUTED ELECTRONICALLY, LICENSEE WILL HAVE THE OPPORTUNITY TO ACCEPT THIS OFFER OF AGREEMENT
THROUGH A CLICK-THROUGH PROCEDURE. IF LICENSEE DOES NOT WISH TO ACCEPT THE TERMS OF THIS AGREEMENT

¥ | accept the terms of the license agreement

7. Review or edit the Network settings and click Next.
NOTE: Static network settings are recommended for the configuration.
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StarWind Appliance Initial configuration

+ License
Configure management network

v EULA
Specify the unique IP address (static is recommended) and configure other network settings

Management network @ The Management network is used to communicate with services such as DNS and NTP and to access the appliance web Ul from external clients.
> mod
Static
NIC Model Bandwidth  MAC address 1P address Netmask @ Gateway
ens160 82574L Gigabit Ne. 1Gbit  00:50:56:9C:E 192.168.12.206  255.255.254.0 192.168.12.1
Name servers (optional):
192.168.12.17

Time settings (optional):

NTP server

. Specify the hostname for the virtual machine and click Next.

StarWind Appliance Initial configuration

+ License

Verify hostname
v EULA

Check the current appliance hostname and modify it if required
v Management network @ Use Latin letters, numbers, and dash

Static hostname

9. Create an administrator account. Click Next.
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StarWind Appliance Initial configuration

+ License
Create administrator account
v EULA

Specify new credentials for the appliance administrator account
+ Management network

+ Static hostname

Administrator account

Additional information (optional)

Full name

E-mail

10. Review your settings selection before setting up StarWind VSAN.

StarWind Appliance Initial configuration

+ License
Review summary
v EULA

License type
¥ Management network

v Static hostname License Paid 3 Nodes

+ Administrator account

Network settings

Summary
Interface ens160 (82574L Gigabit Network Connection|

Bandwidth 1Gbit

MTU 1500

1P address 192.168.12.206
Appliance hostname sw1

Credentials

Administrator username admin

Configure
-

11. Please standby until the Initial Configuration Wizard configures StarWind VSAN for
you.
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StarWind Appliance Initial configuration

¥ License

Configuring settings
v EULA

Please wait until all specified settings are applied
¥ Management network
+ static hostname Progress: 0%
v Administrator account
+ Summary @ Applying license

Configuration @ Configuring management network

Creating administrator account

12. The appliance is set and ready. Click on the Done button to install the StarWind

vCenter Plugin right now or uncheck the checkbox to skip this step and proceed to the
Login page.

StarWind Appliance Initial configuration

Initial configuration completed

The essential settings were successfully configured. Press “Finish” to close the wizard and navigate to the login page.

You can also install the StarWind vSphere plug-in if you want to access the StarWind Appliance web Ul from your vSphere
console.

[J Launch the StarWind vCenter plug-in installation wizard

Finish

13. Repeat the initial configuration on other StarWind CVMs that will be used to create 2-
node or 3-node HA shared storage.
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Add Appliance

To create 2-way or 3-way synchronously replicated highly available storage, add partner
appliances that use the same license key.

1. Add StarWind appliance(s) in the web console, on the Appliances page.
NOTE: The newly added appliance will be linked to already connected partners.

Add appliance

Credentials

2. Provide credentials of partner appliance.
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Add appliance

Credentials
Credentials

Specify the appliance IP address and its administrator credentials

The newly added appliance will be linked to already connected partners.

192.168.12.166

. Wait for connection and validation of settings.

Connecting to appliance.

4. Review the summary and click “Add appliance”.

Cancel

One Stop Virtualization Shop
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Add appliance

v Credentials
Summary
Summary
Appliance name
Storage capacity
Storage pools

Volumes

Add appliance
I

Configure Ha Networking

1. Launch the “Configure HA Networking” wiza

StarW:nd

HYPERCONVERGENCE

Dashboard

Network

Storage

Selected0of6 /' Configure HA networking Q

Network

[J interface & Adapter model & Link status & Bandwidth ¢  MACaddress 1Paddress & Appliance &

£ Appliances

M ensi6o 82574L GigabitNet... | Up 1Gbit  00:50:56:9C:E5:AS 192.168.12.206 sw1

Users
W ensl60 82574L GigabitNet... | Up 1Gbit  00:50:56:9C:63:24 Management 192.168.12.166 Sw2
Tasks and events
ens224 VMXNET3 Ethernet . | up 10Gbit  00:50:56:9C:21:E1 Unassigned - SW1
ens224 VMXNET3 Ethernet . | up 10Gbit  00:50:56:9C:D8:13 Unassigned - Sw2

ens256 VMXNET3 Ethernet . Down 10Gbit  00:50:56:9C:C4:73 Unassigned SW1

ens256 VMXNET3 Ethernet Down 10Gbit  00:50:56:9C:91:2C Unassigned Sw2

< Minimize
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2. Select appliances for network configuration.
NOTE: the number of appliances to select is limited by your license, so can be either two
or three appliances at a time.

Configure HA networking

Appliances

Appliances

Select appliances fo
Appliance &
v B

v B sw

3. Configure the “Data” network. Select interfaces to carry storage traffic, configure
them with static IP addresses in unigue networks, and specify subnet masks:

e assign and configure at least one interface on each node

 for redundant configuration, select two interfaces on each node

e ensure interfaces are connected to client hosts directly or through redundant
switches

4. Assign MTU value to all selected network adapters, e.g. 1500 or 9000. Ensure the
switches have the same MTU value set.
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Configure HA networking

v Appliances © show sample network diagram

Data network = swi .
- Interface Model Bandwidth ~ MAC address IP address Netmask @ Link status
v ens224 VMXNET3 Ethernet.... 10Gbit  00:50:56:9C:21:E1  172.16.10.10 24 | up
[ ens2s6 VMXNET3 Ethernet.... 10Gbit  00:50:56:9C:C4:73  172.16.20.10 24
£ SW2 .
- Interface Model Bandwidth ~ MAC address 1P address Netmask @ Link status
v ens224 VMXNET3 Ethernet.... 10Gbit  00:50:56:9C:D8:13  172.16.10.20 24 | up
[J ens2s6 VMXNET3 Ethernet.... 10Gbit  00:50:56:9C:91:2C  172.16.20.20 24

Cluster MTU size:

9000

5. Click Next to validate Data network settings.

A Non-redundant configuration

Only 1 Data network is configured. Configure more Data

networks to eliminate a single point of failure

We recommended assigning at least two data network

interfaces to eliminate a single point of failure.

Acknowledge and continue?

No, cancel Yes, continue

6. Configure the “Replication” network. Select interfaces to carry storage traffic,
configure them with static IP addresses in unique networks, and specify subnet masks:

e assign and configure at least one interface on each node
 for redundant configuration, select two interfaces on each node
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e ensure interfaces are connected to client hosts directly or through redundant
switches

7. Assign MTU value to all selected network adapters, e.g. 1500 or 9000. Ensure the
switches have the same MTU value set.

Configure HA networking
' Select interfaces to carry data replication traffic, configure them with unique IP addresses, and specify subnet masks.
v Appliances

« Assign and configure at least one interface on each node @
+ Data network

« Ensure interfaces are connected to client hosts directly or through redundant switches
Replication network
© Show sample network diagram

EXTIN
- Interface Model Bandwidth MAC address IP address Netmask @ Link status
v ens256 VMXNET3 Ethernet... 10 Gbit 00:50:56:9C:C4:73 172.16.20.10 24 Down
= sw2 .
- Interface Model Bandwidth MAC address IP address Netmask @ Link status

v ens2s6 VMXNET3 Ethernet.... 10Gbit  00:50:56:9C:91:2C  172.16.20.20 24 Down

Cluster MTU size:

9000

. Click Next to validate the Replication network settings completion.

A Non-redundant configuration

Only 1 Replication network is configured. Configure more
Replication networks to eliminate a single point of

failure.

We recommended assigning at least two data network

interfaces to eliminate a single point of failure.

Acknowledge and continue?

Noycancel ‘ -
— O
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Testing network settings..

9. Review the summary and click Configure.

Configure HA networking

v Appliances
Summary
+ Data network

¥ Replication network Appliance name G

Summary Data networks 172.16.10.10

Replication networks 172.16.20.10

Appliance name £ sw2
Data networks 172.16.10.20

Replication networks 172.16.20.20

Configyze
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Add Physical Disks

Attach physical storage to StarWind Virtual SAN Controller VM:

Ensure that all physical drives are connected through an HBA or RAID controller.
Deploy StarWind VSAN CVM on each server that will be used to configure fault-
tolerant standalone or highly available storage.

Store StarWind VSAN CVM on a separate storage device accessible to the
hypervisor host (e.g., SSD, HDD).

Add HBA, RAID controllers, or NVMe SSD drives to StarWind CVM via a passthrough
device.

Learn more about storage provisioning guidelines in the KB article.

Create Storage Pool
1. Click the “Add” button to create a storage pool.

2. Select two storage nodes to create a storage pool on them simultaneously.
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Create storage pool

Appliance

Appliance

Select one or more storage nodes to create a storage pool @

= Nodename & Status & Availabledisks ¢  Available capa... &
v Esm | online 3 15GB

v B sw | online 3 1568

Cancel

3. Select physical disks to include in the storage pool name and click the “Next” button.
NOTE: Select identical type and number of disks on each storage node to create identical
storage pools.

Create storage pool

v Appliance
Physical disks

Physical disks
Select physical disks to include in storage pools on each node @

£ SW1 4
= Diskname $  Mediat... Buspro... Contro... &
¥ A sd HDD SAS1068 PC...
v A sdc HDD SAS1068 PC...
v A sdd HDD SAS1068 PC...
Total raw capacity of selected disks: 15 GB
B SW2 4
2 Diskname ¥  Mediat... Buspro... Contro... %

v B s HDD SAS SAS1068 PC..

v B sdc HDD SAS SAS1068 PC..

4. Select one of the preconfigured storage profiles or create a redundancy layout for the
new storage pool manually according to your redundancy, capacity, and performance
requirements.
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Create storage pool

Profile

v Physical disks
timal storage pool profile. Selected disks left unused will b

Profile

Usable capacity ~ Fault tolerance:

Hardware RAID, Linux Software RAID, and ZFS storage pools are supported and
integrated into the StarWind CVM web interface. To make easier the storage pool
configuration, the preconfigured storage profiles are provided to configure the
recommended pool type and layout according to the direct-attached storage:

e hardware RAID - configures Hardware RAID’s virtual disk as a storage pool. It is
available only if a hardware RAID controller is passed through to the CVM

e high performance - creates Linux Software RAID-10 to maximize storage
performance while maintaining redundancy

* high capacity - creates Linux Software RAID-5 to maximize storage capacity while
maintaining
redundancy

e better redundancy - creates ZFS Stripped RAID-Z2 (RAID 60)) to maximize
redundancy while maintaining high storage capacity

e manual - allows users to configure any storage pool type and layout with attached
storage

5. Review “Summary” and click the “Create” button to create the pools on storage
servers simultaneously.
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Create storage pool

v Appliance

Summary

v Physical disks
Review specified settings ar

v Profile
B sw1
Summary

Storage pool layout

Create Volume
1. To create volumes, click the “Add” button.

2. Select two identical storage pools to create a volume simultaneously.
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StarW:nd

& Dashboard

Volumes

Z Storage
Selected 0 of 0 4, Createanewvolume nage VHR user

B File shares

S LuNs

There are no volumes yet

@€ Volumes @ start sharing your storage resources to clients by creating a new one

illl Storage pools
B Physical disks
&% Network
E Appliances
& Users

B Tasksandevents v

< Minimize

Create volume
Storage pool

Select storage pool

Select one or more (in HA configurations) storage pools to create a volume @

= Name & Type & State & Resiliency...
¥ [ swumdo SoftwareRAID | Online RAID-5

v [ sw2mdo SoftwareRAID | Online RAID-5

Cancel

3. Specify volume name and capacity.
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Create volume

+ Storage pool
Specify settings
Settings
Specify the volu

volume0

4. Select the Standard volume type.

Create volume

v Storage pool
Choose filesystem settings

v Settings
Choose the preferred filesystem settings for the new volume

Filesystem type

@ Standard

lume is created with standard settings. Recommended for general use and the highest

ted with additional reflink (data bloc}

5. Review “Summary” and click the “Create” button to create the pool.

StarWind Virtual SAN: Configuration Guide for Proxmox Virtual Environment [KVM], VSAN
Deployed as a Controller Virtual Machine (CVM) using Web Ul




StarW:nd One Stop Virtualization Shop

HYPERCONVERGENCE

Create volume

v Storage pool

Review summary

v Settings

+ Filesystem type

Summary

Storage pool

Volume name
Size

Filesystem settings

= sw2

Storage pool

Volume name
Size

Filesystem settings

Create

[

Create Ha Lun

The LUN availability for StarWind LUN can be Standalone and High availability (2-way or
3-way replication) and is narrowed by your license.

1. To create a virtual disk, click the Add button.
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StarW:nd B & & i~

& Dashboard LUNs

£ Storage
Selected 0 of 0 +  CreateanewlUN :LUN

by

File shares

LUNs
There are no LUNs yet

Volumes @ start sharing your storage resources to clients by creating a new one

Storage pools
Physical disks
& Network
£ Appliances
& Users

B Tasksandevents v

< Minimize

2. Select the protocol.

Create LUN

Protocol
Protocol

LUN availability
Select the required Protocol

Appliances
Volumes
Failover strategy
LUN settings
Summary
& iscsl

SCS| isa recommended protocol for most HDD-based setups or medium-performance SSD-based setups.
This option offers broader compatibilty for storage clients.

3. Choose the “High availability” LUN availability type.
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Create LUN

¥ Protocol

LUN availability
LUN availability
Select the required LUN availability

Appliances
Volumes

® High availability (two-way replication)
Failover strategy

LUN settings

Summary

4. Select the appliances that will host the LUN. Partner appliances must have identical
hardware configurations, including CPU, RAM, storage, and networking.

Create LUN

+ Protocol

Appliances
+ LUN availability
Select two or three replication partners that should host the HALUN
Appliances

ol All appliances must have identical hardware configurations, including CPU, RAM, storage, and networking
olumes
Failover strategy

Status Software version Capacity

LUN settings

| online 1,5.460.5391+76fc51b 1568
Summary

| online 1.5.460.5391+76fc51b 1568

5. Select a volume to store the LUN data. Selected volumes must have identical storage
configurations.
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Create LUN

¥ Protocol

+ LUN availability

v Appliances
Volumes
Failover strategy
LUN settings

Summary

One Stop Virtualization Shop

Volumes

Select one volume on each appliance to store the HA LUN data. Selected volumes must have identical storage

configurations.
Volumes have identical configurations
£ SW1 o
Volume & State & Capacity &  FreeSp... Type &
® € volumeo Mounted 5G6B  4.92GB Standard
B SW2 4
Volume & State & Capacity &  FreeSp... Type &

® ¢ volumed Mounted 5GB  4.92GB Standard

6. Select the “Heartbeat” failover strategy.

NOTE: To use the Node witness or the File share witness failover strategies, the
appliances should have these features licensed.

Create LUN

¥ Protocol

¥ LUN availability

v Appliances

+ Volumes
Failover strategy
LUN settings

Summary

Failover strategy

Select the preferred failover strategy. The default is “Heartbeat”. However, you can choose another method if you do not
have a UPS unit at your disposal.

® “Heartbeat” (Recommended)

Appliances constantly communicate via *Heartbeat” networks.
To minimize the chances of “split-brain” during blackouts, configure UPS to prevent the simultaneous shutdown
of both appliances.

7. Specify the HA LUN settings, e.g. name, size, and block size. Click Next.
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Create LUN

+ Protocol
LUN settings

+ LUN availability
Specify the HA LUN settings

v Appliances
¥ Volumes lun0
+ Failover strategy Blocksiz
512 bytes
LUN settings

Summary

206-tuno | O

0:192.168.12.21

(]

windsoftware:192

¥ Allow multiple concurrent connections to iSCS| targets (MPIO)

8. Review “Summary” and click the “Create” button to create the LUN.

Create LUN

+ Protocol
Summary
+ LUN availability

Protocol isCs|
v Appliances
LUN availability High availability (two-way replication)
+ Volumes Appliance 1
+ Failover strategy Appliance 2 sw2
+ LUN settings Volume names volume0, volume0
Volume sizes
Summary
Failover strategy Heartbeat
LUN name lun0
LUN size 4GB
MPIO Enabled

Create VMFS6 datastore  No

IQNS iqn.2008-08.com. ndsoftware:192.168.12.206-lun0
iqn.2008-08.co ndsoftware:192.168.12.166-lun0

Create LUN
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Connecting Starwind Ha Storage To Proxmox Hosts

1. Connect to Proxmox host via SSH and install multipathing tools.

pve# apt-get install multipath-tools

2. Edit nano /etc/iscsi/initiatorname.iscsi setting the initiator name.

GNU nano 7.2 Jfetesisesi/initiatorname. iscsi

InitiatorName=ign,19893-08,0rg. deblan: C¥MEL

3. Edit /etc/iscsi/iscsid.conf setting the following parameters:

node.startup = automatic
node.session.timeo.replacement timeout = 15
node.session.scan = auto

Note. node.startup = manual is the default parameter, it should be changed to
node.startup = automatic.

4. Create file /etc/multipath.conf using the following command:

touch /etc/multipath.conf

5. Edit /etc/multipath.conf adding the following content:

devices{
device{

vendor "STARWIND"
product "STARWIND*"
path grouping policy multibus
path checker "tur"
failback immediate
path selector "round-robin 0"
rr_min _io 3
rr_weight uniform
hardware handler "1 alua"
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}
defaults {
polling interval 2
path selector "round-robin 0"
path grouping policy multibus
uid attribute ID SERIAL
rr_min_io 100
failback immediate
user friendly names yes
}

6. Run iSCSI discovery on both nodes:

pve# iscsiadm -m discovery -t st -p 10.20.1.10
pve# iscsiadm -m discovery -t st -p 10.20.1.20

7. Connect iSCSI LUNSs:

pve# iscsiadm -m node -T ign.2008-08.com.starwindsoftware:swl-
dsl -p 10.20.1.10 -1
pve# iscsiadm -m node -T ign.2008-08.com.starwindsoftware:sw2-
dsl -p 10.20.1.20 -1

8. Get WWID of StarWind HA device:

/lib/udev/scsi id -g -u -d /dev/sda

9. The wwid must be added to the file ‘/etc/multipath/wwids’. To do this, run the
following command with the appropriate wwid:

multipath -a %WWID%

10. Restart multipath service.

systemctl restart multipath-tools.service

11. Check if multipathing is running correctly:

pve# multipath -11
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12. Repeat steps 1-11 on every Proxmox host.

13. Create LVM PV on multipathing device:

pve# pvcreate /dev/mapper/mpatha

where mpatha - alias for StarWind LUN
14. Create VG on LVM PV:

pve# vgcreate vg-vms /dev/mapper/mpath0

15. Login to Proxmox via Web and go to Datacenter -> Storage. Add new LVM storage
based on VG created on top of StarWind HA Device. Enable Shared checkbox. Click Add.

Add: LVIM

m Backup Retention

o] Nodes: All (Mo restrictions)
Base storage Existing volume groups Enable: %]
Volume group: vg_vms Shared:

Content Node to scan sw-demo-proxmox-02

© Heip i
vg_vms

16. Login via SSH to all hosts and run the following command:

pvscan --cache

Conclusion

Following this guide, a Proxmox Cluster was deployed and configured with StarWind
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Virtual SAN (VSAN) running in a CVM on each host. As a result, a virtual shared storage
“pool” accessible by all cluster nodes was created for storing highly available virtual
machines.
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US Headquarters EMEA and APAC

+1 617 829 44 95
+1617 507 58 45
+1 866 790 26 46

+44 2037 691 857 (United
Kingdom)

+49 800 100 68 26 (Germany)

+34 629 03 07 17 (Spain and
Portugal)

+33 788 60 30 06 (France)
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