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Trademarks

“StarWind”, “StarWind Software” and the StarWind and the StarWind Software logos are

registered trademarks of StarWind Software. “StarWind LSFS” is a trademark of StarWind
Software which may be registered in some jurisdictions. All other trademarks are owned

by their respective owners.

Changes

The material in this document is for information only and is subject to change without
notice. While reasonable efforts have been made in the preparation of this document to
assure its accuracy, StarWind Software assumes no liability resulting from errors or
omissions in this document, or from the use of the information contained herein.
StarWind Software reserves the right to make changes in the product design without
reservation and without notification to its users.

Technical Support and Services

If you have questions about installing or using this software, check this and other
documents first - you will find answers to most of your questions on the Technical Papers
webpage or in StarWind Forum. If you need further assistance, please contact us .

About StarWind

StarWind is a pioneer in virtualization and a company that participated in the
development of this technology from its earliest days. Now the company is among the
leading vendors of software and hardware hyper-converged solutions. The company’s
core product is the years-proven StarWind Virtual SAN, which allows SMB and ROBO to
benefit from cost-efficient hyperconverged IT infrastructure. Having earned a reputation
of reliability, StarWind created a hardware product line and is actively tapping into
hyperconverged and storage appliances market. In 2016, Gartner named StarWind “Cool
Vendor for Compute Platforms” following the success and popularity of StarWind
HyperConverged Appliance. StarWind partners with world-known companies: Microsoft,
VMware, Veeam, Intel, Dell, Mellanox, Citrix, Western Digital, etc.

Copyright ©2009-2018 StarWind Software Inc.

No part of this publication may be reproduced, stored in a retrieval system, or
transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without the prior written consent of StarWind Software.
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Applies To: Microsoft Hyper-V Server 2016, Microsoft Hyper-V Server 2019

Annotation
Relevant Products

This guide applies to StarWind Virtual SAN and StarWind Virtual SAN Free (Version V8
(Build 15260, OVF Version 20230901) and earlier).

For newer versions of StarWind Virtual SAN (Version V8 (Build 15260, CVM Version
20231016) and later), please refer to this configuration guide: StarWind Virtual SAN:
Configuration Guide for Microsoft Hyper-V Server [Hyper-V], VSAN Deployed as a
Controller Virtual Machine (CVM) using PowerShell CLI

Purpose

The guide is to assist IT professionals and system administrators in the seamless
deployment and configuration of Failover Cluster on Microsoft Windows Server with
storage, provided by StarWind Virtual SAN CVM, while emphasizing adherence to best
practices and system requirements.

Audience

This guide is designed for IT specialists, system administrators, and technical
professionals aiming to deploy and configure Failover Cluster on Microsoft Windows
Server with StarWind Virtual SAN CVM shared storage created with PowerShell CLI.

Expected Result

Upon completion of this guide, users will have gained a comprehensive understanding of
the deployment and configuration process for Failover cluster on Microsoft Windows
Server with StarWind CVM-based highly-available storage.

Introduction To Starwind Virtual San Cvm

StarWind Virtual SAN Controller Virtual Machine (CVM) comes as a prepackaged Linux

Virtual Machine (VM) to be deployed on any industry-standard hypervisor. It creates a

VM-centric and high-performing storage pool for a VM cluster.

This guide describes the deployment and configuration process of the StarWind Virtual
SAN CVM.
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Starwind Vsan System Requirements
Prior to installing StarWind Virtual SAN, please make sure that the system meets the

requirements, which are available via the following link:
https://www.starwindsoftware.com/system-requirements

Recommended RAID settings for HDD and SSD disks:
https://knowledgebase.starwindsoftware.com/qguidance/recommended-raid-settings-for-h
dd-and-ssd-disks/

Please read StarWind Virtual SAN Best Practices document for additional information:
https://www.starwindsoftware.com/resource-library/starwind-virtual-san-best-practices

Pre-Configuring The Windows Server Hosts

The diagram below illustrates the network and storage configuration of the solution:
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StarWind Virtual SAN StarWind Virtual SAN
Controller Virtual Machine Controller Virtual Machine
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Management Switch

1. Make sure that a domain controller is configured and the servers are added to the
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domain.
NOTE: Please follow the recommendation in KB article on how to place a DC in case of
StarWind Virtual SAN usage.

2. Deploy Windows Server on each server and install Failover Clustering and Multipath
I/O features, as well as the Hyper-V role on both servers. This can be done
through Server Manager (Add Roles and Features menu item).

3. Define at least 2x network interfaces on each node that will be used for the
Synchronization and iSCSI/StarWind heartbeat traffic. Do not use iSCSI/Heartbeat and
Synchronization channels over the same physical link. Synchronization and
iSCSI/Heartbeat links can be connected either via redundant switches or directly
between the nodes (see diagram above).

4. Separate external Virtual Switches should be created for iSCSI and Synchronization
traffic based on the selected before iSCSI and Synchronization interfaces. Using Hyper-V
Manager open Virtual Switch Manager and create two external Virtual Switches: one for
the iSCSI/StarWind Heartbeat channel (iSCSI) and another one for the Synchronization
channel (Sync).
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22 Virtual Switch Manager for SW01

R Virtual Switches

% Mew virtual network switch
e MGMT

¥ oEa Sync

Intel(R) 825741 Gigabit Netwark C...

wlm Virtual Switch Properties

Mame:

[mGrT

Intel(F) 82574 Gigabit Network C... MR
ol ISCSI

Intel(R) 82574L Gigabit Netwaork C...
% Global Network Settings

@ MAC Address Range
00-15-50-0C-39-00 to 00-15-50-0...

Connection type
What do you want to connect this virtual switch to?

(®) External network:
Intel(R) 82574 Gigabit Network Connection w

Allow management operating system to share this network adapter

Enable single-root IjO virtualization (SR-10V

() Internal network
() Private network

VLAN ID
[] Enable virtual LAN identification for management operating system

Remowve

o SR-IOV can only be configured when the virtual switch is created. An external
virtual switch with SR-I0V enabled cannot be converted to an internal or private
switch.

Gancal

5. Configure and set the IP address on each virtual switch interface. In this document,
the 172.16.10.x subnet is used for iSCSI/StarWind heartbeat traffic, while 172.16.20.x
subnet is used for the Synchronization traffic.

NOTE: In case NIC supports SR-I0OV, enable it for the best performance. An additional
internal switch is required for iSCSI Connection. Contact support for additional details.

6. Set MTU size to 9000 on iSCSI and Sync interfaces using the following Powershell
script.

$iSCSIs = (Get-NetAdapter -Name "*iSCSI*").Name

$Syncs = (Get-NetAdapter -Name "*Sync*").Name

foreach ($iSCSI in $iSCSIs)

Set-NetAdapterAdvancedProperty -Name “$iSCSI” -RegistryKeyword
“*JumboPacket” -Registryvalue 9014
Get-NetAdapterAdvancedProperty -Name "$iSCSI" -RegistryKeyword
“*JumboPacket”

}

StarWind Virtual SAN: Configuration Guide for Microsoft Hyper-V Server [Hyper-V], VSAN %)
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foreach ($Sync in $Syncs) {

Set-NetAdapterAdvancedProperty -Name “$Sync” -RegistryKeyword
“*JumboPacket” -Registryvalue 9014
Get-NetAdapterAdvancedProperty -Name "$Sync" -RegistryKeyword
“*JumboPacket”

}
It will apply MTU 9000 to all iSCSI and Sync interfaces if they have iSCSI or Sync as part
of their name.
NOTE: MTU setting should be applied on the adapters only if there is no live production
running through the NICs.
Enabling Multipath Support

7. Open the MPIO Properties manager: Start -> Windows Administrative Tools -> MPIO.
Alternatively, run the following PowerShell command :

mpiocpl

8. In the Discover Multi-Paths tab, select the Add support for iSCSI devices checkbox and
click Add.
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MPIO Properties >

MPIO Devices Discover Muli-Paths  DSM Install  Configuration Snapshot

SPC-3 compliant

Device Hardware Id

Add support for ISCSI devices

[] add suppart for SAS devices
Add
Others
Device Hardware 1d
Add
Cancel

9. When prompted to restart the server, click Yes to proceed.

10. Repeat the same procedure on the other server.

Installing File Server Roles

Please follow the steps below if file shares configuration is required

Scale-Out File Server (Sofs) For Application Data

1. Open Server Manager: Start -> Server Manager.
2. Select: Manage -> Add Roles and Features.

3. Follow the installation wizard steps to install the roles selected in the screenshot
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below:
e Add Roles and Features Wizard - m] >
Select server roles ]

Before You Begin Select one or more roles to install on the selected server.

Installation Type Roles Description

Server S

File Server manages shared folders
and enables users to access files on
this computer from the network.

E Active Direr.l:nr} R;ghls M‘anagement‘Ser\ri ces
[] Device Health Attestation

S [] DHCP Server
. [] DNS Server
Confirmation [] Fax Server

4 (W] File and Storage Services (1 of 12 installed)
a File and i5CSI Services
i
[_] BranchCache for Network Files
[_] Data Deduplication
[C] DFS Namespaces
[_] DFS Replication
[_] File Server Resource Manager
[_] File Server VSS Agent Service
(] iSCSI Target Server
[] i5CSI Target Storage Provider (VDS and VSE
] Server for NFS
[] Work Folders

of | Starane Sandrec lnckallad)

o] (e [

4. Restart the server after installation is completed and perform steps above on the each
server.

File Server For General Use With Smb Share

1. Open Server Manager: Start -> Server Manager.
2. Select: Manage -> Add Roles and Features.

3. Follow the installation wizard steps to install the roles selected in the screenshot
below:
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[ Add Roles and Features Wizard - [m] x
DESTINATION SERVER
Select server roles S semmatraioca

Before You Begin Select one or more roles to install on the selected server.

Installation Type Roles Description

File Server manages shared folders
and enables users to access files on
this computer from the network.

[] Active Directory Rights Management Services
[[] Device Health Attestation
[] DHCP Server
[C] DNS Server
Confirmation ] Fax Server
4 W] File and Storage Services (1 of 12 installed)
a File and i15CS| Services
vl
[] BranchCache for Network Files
] Data Deduplication
[] DFS Namespaces
[] DFS Replication
[] File Server Resource Manager
[_] File Server V55 Agent Service
[] i5CSI Target Server
[] i5CSI Target Storage Provider (VDS and VSE
[ Server for NFS
] Work Folders

of Starane Sendrec [Inctallad)

=[] [

4. Restart the server after installation is completed and perform steps above on each
server.

File Server For General Use With Nfs Share

1. Open Server Manager: Start -> Server Manager.
2. Select: Manage -> Add Roles and Features.

3. Follow the installation wizard steps to install the roles selected in the screenshot
below:
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[ Add Roles and Features Wizard - [m] x
DESTINATION SERVER
Select server roles S semmatraioca

Before You Begin Select one or more roles to install on the selected server.

Installation Type Roles Description

Server for NFS enables this
computer to share files with UNIX-
based computers and other

E Active Dirar_tnr} Rléhls M_a.nagement‘Servi ces
[] Device Health Attestation

DHCP Se
E DNS S&mr::ir computers that use the network file
Confirmation [] Fax Server system (NFS) protocol.

4 W] File and Storage Services (1 of 12 installed)
a File and i15CSI Services
/] File Server
[] BranchCache for Network Files
] Data Deduplication
[] DFS Namespaces
[] DFS Replication
[] File Server Resource Manager
[_] File Server V55 Agent Service
[] i5CSI Target Server

[] i5CSI Target Storage Provider (VDS and VSE
v S

] Work Folders

of Starane Sendrec [Inctallad)

=[] [

4. Restart the server after installation is completed and perform steps above on each
server.

Deploying Starwind Virtual San Cvm

1. Download StarWind VSAN CVM to the Hyper-V server:
VSAN by StarWind: Overview

2. Extract the VM .vhdx file from the downloaded archive.
3. Open Hyper-V Manager and create a new Hyper-V VM.

4. Specify the name of the virtual machine with StarWind VSAN, and choose the location
for the VM. For example: C:\SW1\
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EH Mew Virtual Machine Wizard >

e Specify Name and Location

Before You Begin Choose a name and location for this virtual machine.

Spedfy Mame and Location

The name is displayed in Hyper-W Manager. We recommend that you use a name that helps you easily

Specify Generation identify this virtual machine, such as the name of the guest operating system or workload.
Assign Memory Mame: |5W]]
Configure Networking You can create a folder or use an existing folder to store the virtual machine. If you don't select a
Connect Virtual Hard Disk folder, the virtual machine is stored in the default folder configured for this server.
Summary Store the virtual machine in a different location
Location: |C:\5W1\. Browse...

& If you plan to take checkpoints of this virtual machine, select a location that has enough free
space. Chedkpoints indude virtual machine data and may require a large amount of space.

| < Previous | | MNext = | Einish Cancel

5. Copy .vhdx to the folder where the VM was created. In this case, its C:\ SW1\Virtual
Hard Disks\

6. Choose Generation 2 VM.

StarWind Virtual SAN: Configuration Guide for Microsoft Hyper-V Server [Hyper-V], VSAN 12
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EH Mew Virtual Machine Wizard >

e Specify Generation

Before You Begin Choose the generation of this virtual machine.
Specify Mame and Location () Generation 1

Specify Generation This virtual machine generation supports 32-bit and 64-bit guest operating systems and provides
wvirtual hardware which has been available in all previous versions of Hyper-V.

Assign Memory

Configure Networking (®) Generation 2

This virtual machine generation provides support for newer virtualization features, has UEFI-based
firmware, and requires a supported 64-bit guest operating system.

Connect Virtual Hard Disk

Summar
g & Once a virtual machine has been created, you cannot change its generation.

More about virtual machine generation support

< Previous Einish Cancel

7. Assign memory to the VM. We recommend allocating at least 8GB of RAM for StarWind
CVM. If StarWind L1 cache is used, an appropriate amount of RAM should be assigned.

StarWind Virtual SAN: Configuration Guide for Microsoft Hyper-V Server [Hyper-V], VSAN 13
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EH Mew Virtual Machine Wizard >
e Assign Memory

Before You Begin Spedfy the amount of memory to allocate to this virtual machine, You can spedfy an amount from 32
ME through 12582912 MB. To improve performance, specify more than the minimum amount
recommended for the operating system.

Spedfy Generation Startup memory: 81921 MB

Configure Networking

Specify Mame and Location

[] Use Dynamic Memory for this virtual machine.

o When you decide how much memory to assign to a virtual machine, consider how you intend to

EcmecSinmaliadE:S use the virtual machine and the operating system that it will run.

Installation Options

Summary

< Previous Einish Cancel

8. Choose the management network for the VM.

A Mew Virtual Machine Wizard x

(2} Configure Networking

Before You Begin Each new virtual machine indudes a network adapter. You can configure the network adapter to use a
§ . wirtual switch, or it can remain disconnected.

Specfy Mame and Location

Spedify Generation Connection: | MGMT ~

Assign Memory

Configure Networking

Connect Virtual Hard Digk
Installation Options

Summary
< Previous Einish Cancel
StarWind Virtual SAN: Configuration Guide for Microsoft Hyper-V Server [Hyper-V], VSAN 14

Deployed as a Controller VM (CVM) using PowerShell CLI



StarWi.nd One Stop Virtualization Shop

HYPERCONVERGENCE

9. Connect .vhdx to the VM.

EH Mew Virtual Machine Wizard X

(] Connect Virtual Hard Disk

Before You Begin A virtual machine requires storage so that you can install an operating system. You can spedify the
Specify Name and Lacation storage now or configure it later by modifying the virtual machine’s properties.
Spedfy Generation () Create a virtual hard disk

Assie Memary UUse this option to create a YHDX dynamically expanding virtual hard disk.

Configure Networking MName: SW1i.vhdx

Connect Virtual Hard Digk

C:\sw 1\swW 1\irtual Hard Disks),

=]
@
m

Summary

127 GB (Maximum: 64 TB)

(®) Use an existing virtual hard disk
Use this option to attach an existing YHOX virtual hard disk.

Location: |",.::\5W1‘\\|"|rh.|a| Hard Disk\sw-vsa-hyper-v-build-15020, vhdx Browse...

() Attach a virtual hard disk later
UUse this option to skip this step now and attach an existing virtual hard disk later.

< Previous Einish Cancel

10. Review the Summary and click Finish to create the VM.

StarWind Virtual SAN: Configuration Guide for Microsoft Hyper-V Server [Hyper-V], VSAN 15
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EH Mew Virtual Machine Wizard >

e Completing the New Virtual Machine Wizard

Before You Begin You have successfully completed the New Virtual Machine Wizard. You are about to create the
Specify Name and Location following virtual machine.

Spedfy Generation B

Assign Memory Name: SW1

Generation: Generation 2
) Memory: 8192 MB
Connect Virtual Hard Disk Network: MGMT

Hard Disk:  C:\sW1\irtual Hard Disk\sw-vsa-hyper-v-build-15020. vhdx (VHDX, dynamically expand

Configure Networking

£ >

To create the virtual machine and dose the wizard, dick Finish.

< Previous MNext = Cancel

11. Right-click on the VM and choose Settings. Open Firmware and move the option Hard
Drive to the first place in the list.

StarWind Virtual SAN: Configuration Guide for Microsoft Hyper-V Server [Hyper-V], VSAN 16
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B Settings for SW1 on SWO1 - X
SW - (3]
% Hardware 3 Firmware
l" Add Hardware
Boot order

B Firmware
Boot from Hard Drive Select the order in which boot entries are checked to start the operating system.

W security Type value
Secure Boot disabled

- == Hard Drive sw-vsa-hyper-v-build-15020.vhdx
Memory
8192 MB U metwork Adapter  MGMT
ﬁ Processor Mave Up
8 Virtual processors
Move Down

=l &l 5CSI Controller
- Hard Drive
sw-vsa-hyper-v-build-15020.v...
[H] Metwork Adapter

MGMT
L anagem ent Details for selected boot entry:

Mame
Sw1 Description: EFL 5CSI Device

Integration Services Value: C:\5W1\Virtual Hard Disk\sw-vsa-hyper-v-build-15020.vhdx
Some services offered

{i Checkpoints Firmware device path: AcpiEx{¥MBus,0,0)/VenHw (98 17E542-0891-42DD-B653-
Production B0B5C22309BA D96361BAA104294DBO0572E2FFE 1IDCTFDC 3660 11886EA 143880

3304E29060357)/Scsi(0,0)

n-n Smart Paging File Location
Crlaw1lswi

EE' Automatic Start Action
Restart if previously running

E‘;. Automatic Stop Action
Save

Gancal =

12. Go to the Security page and uncheck the Enable Secure Boot box.
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B Settings for SW1 on SWO1 - X
SW1 v [ ]
R Hardware . Security
l" Add Hardware
B Firmware Secure Boot
Boot from Hard Drive Use Secure Boot to help prevent unautherized code from running at boot time
— (recommended).
Security
Secure Boot disabled [] Enable Secure Boot
5 Memory Template:

8192 MB
ﬁ Processor
8 Virtual processors
=l &l 5CSI Controller
- Hard Drive [] Enable Trusted Platform Module
sw-vsa-hyper-v-build-15020.v...

Microsoft Windows

Encryption Support

A Trusted Platform Module (TPM) is a spedal purpose microprocessor which

[H] Metwork Adapter provides cryptographic services to a compute platform.
MGMT
Encrypt state and virtual machinge migration traffic
# Management - -
MName Encryption support requires a key protector (KP) configuration for the virtual
SW1 machine. If not already present, selecting one of these options will generate a

Integration Services KP that allows running the virtual machine on this host.

Some services offered

5 ity Poli

| Checkpeints ecurity Policy o _ _

Production Spedfy additional protection options for the virtual machine.
& Smart Paging File Location (] Enable Shielding

Crgw1swi This affects additional settings.
EE' Automatic Start Action

Restartif previously running Learn more about virtual machine security.
E‘;. Automatic Stop Action

Save

Cancel Aoply

13. Go to Memory and move the slider for Memory weight to High.
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B Settings for SW1 on SWO1 - X
SW1 v [ ]
R Hardware Wl Memory
l" Add Hardware
B Frmware Spedify the amount of memory that this virtual machine can use.
Boot from File RAM: MB
. Security
Secure Boot disabled Dynamic Memary

Memory You can allow the amount of memory available to this virtual machine to change
92 MB dynamically within the range you set.

ﬁ Processor
& Virtual processors
=l &l 5CSI Controller
- Hard Drive
sw-vsa-hyper-v-build-15020.v... Mayimum RAM: 1048576
[H] Metwork Adapter
MGMT
# Management
Mame
SW1 Memory buffer: 205 %
Integration Services
Some services offered Memory weight
th, Checkpoints Spedfy how to prioritize the availability of memaory for this virtual machine
Production compared to other virtual machines on this computer,
n-n Smart Paging File Location )
C: I',Sl\"n’l 1'.5"'.; 1 LOW ' H|gh
EE' Automatic Start Action
Restart if previously running o Specifying a lower setting for this virtual machine might prevent it from
Automatic Stop Action starting when other virtual machines are running and available memory is low.

mum RAM: 512

Save
& Some settings cannot be modified because the virtual machine was in the following
state when this window was opened: running,
To modify a setting that is unavailable, shut down the virtual machine and then
reopen this window,

Gancal sl

14. Go to Processor and assign 8 vCPUs to the VM.
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B Settings for SW1 on SWO1 - X
SW1 “ (3]
% Hardware u Proc=ssor

l" Add Hardware
You can modify the number of virtual processors based on the number of processors on

- Féron;:u:lr:m File the physical computer. You can also modify other resource control settings.
. Security Number of virtual processors: =
Secure Boot disabled
W Memory Resource control
8192 MB You can use resource controls to balance resources among virtual machines,
'rcl:ff::tlsjacllrprncesscnrs Virtual machine reserve (percentage): DI
= &l 5CsI Contraoller Percent of total system resources: a
- Hard Drive
sw-vsa-hyper-v-build-15020.v... Virtual machine limit (percentage):
[H] r:f?é::rrk Adapter Percent of total system resources: 100

# Management

Mame

Relative weight:

Swi
Integration Services & Some settings cannot be modified because the virtual machine was in the following
Some services offered state when this window was opened: running,
: To modify a setting that is unavailable, shut down the virtual machine and then
t# Checkpoints reopen this window.
Production
n-n Smart Paging File Location
Crigw1iswi

EE' Automatic Start Action
Restart if previously running
E‘;. Automatic Stop Action
Save

Gancal sl

15. Click Add Hardware and add NICs for iSCSI and Synchronization traffic to the VM.

StarWind Virtual SAN: Configuration Guide for Microsoft Hyper-V Server [Hyper-V], VSAN 20
Deployed as a Controller VM (CVM) using PowerShell CLI



StarW:.nd One Stop Virtualization Shop

HYPERCONVERGENCE

B Settings for SW1 on SWO1 - X
SW1 v (0]
# Hardware l" Add Hardware
l" Add Hardware
B Firmware You can use this setting to add devices to your virtual machine.
Boot from File Select the devices you want to add and dick the Add button.
9 Seamity SCSI Controller
Secure Boot disabled Network Adapter
W Memory RemoteFY 30 Video Adapter
8192 MB Fibre Channel Adapter

ﬁ Processor
& Virtual processors

=l &l 5CSI Controller Add
- Hard Drive
sw-vsa-hyper-v-build-15020.v... Virtual machines are created with one network adapter. You can add additional network

Hard Drive adapters as needed.
—

Physical drive Disk 1 100.00 G...
@ Metwork Adapter
MGMT
[H] Metwork Adapter
ISCSI
@ Metwork Adapter
Sync
# Management
Mame
SW1
D Integration Services
Some services offered

¥ Checkpoints

Production

':'-':I Smart Paging File Location
CrswWi1swil

EE' Automatic Start Action
Always start

E‘g. Automatic Stop Action
Shut Down

Gancal sl
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B Settings for SW1 on SWO1 - X
SW1 v (0]
% Hardware [H] Metwork Adapter
l" Add Hardware
B Frmware Spedify the configuration of the network adapter or remove the network adapter.
Boot entry changes pending Virtual switch:
. Security Sync ~
Secure Boot disabled VLAN D
W Memory
8192 MB [] Enable virtual LAN identification

ﬁ Processor
& Virtual processors
=l &l 5CSI Controller
- Hard Drive
sw-vsa-hyper-v-build-15020.v...
[H] Network Adapter Bandwidth Management
MGMT [] Enable bandwidth management
@ Metwork Adapter
ISCSI
[H] Metwork Adapter
Sync

o
Fal
f
‘
=1

6

[+

|

# Management

Mame
Swi

Integration Services
Some services offered

t# Checkpoints
Production Remove

':'-n Smart Paging File Location
Crawilswi

EE' Automatic Start Action
Always start

E\g. Automatic Stop Action
Save

To remove the network adapter from this virtual machine, dick Remove.,

Gancal sl

16. Configure Automatic Start and Stop actions, so the VM will always start
automatically.
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B Settings for SW1 on SWO1 - X
SW1 ~ [ ]
% Hardware E\g. Automatic Start Action
l" Add Hardware
B Frmware What do you want this virtual machine to do when the physical computer starts?
Boot entry changes pending () Mothing
. Security () Automatically start if it was running when the service stopped
Secure Boot disabled o ] )
B Memory (® Always start this virtual machine automatically
3192 MB Automatic start delay
ﬁ Processor Specify a startup delay to reduce resource contention between virtual machines.
8 Virtual processors
. Startup delay: ljl seconds

=l &l 5CSI Controller
- Hard Drive
sw-vsa-hyper-v-build-15020.v...
[H] Metwork Adapter
MGMT
@ Metwork Adapter
ISCSI

[H] Metwork Adapter
Sync

6

[+

[+

# Management
Mame
Swi
Integration Services
Some services offered

t# Checkpoints

Production

':'-n Smart Paging File Location
Crigw1iswi

E\g. Automatic Stop Action
Shut Down

Gancal sl

17. Choose Shut down the guest operating system as an Automatic Stop Action.
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B Settings for SW1 on SWO1 - X
SW1 v [ ]
% Hardware E\;. Automatic Stop Action
l" Add Hardware
B Frmware What do you want this virtual machine to do when the physical computer shuts down?
Boot entry changes pending (O save the virtual machine state
. Security Hyper-V will reserve disk space equal to the amount of memory used by the virtual
Secure Boot disabled machine when it is running so that memory can be written to disk when the physical
Wl Memory computer shuts down.
8192 MB () Turn off the virtual machine
ﬁ Prot.:essor (®) shut down the guest operating system
8 Virtual processors N RN L th y c =
p e integration service that controls shutting down the guest operating system
&= & sCsT Controller must be installed and enabled on the virtual machine.

- Hard Drive
sw-vsa-hyper-v-build-15020.v...
[H] Metwork Adapter
MGMT
@ Metwork Adapter
ISCSI
[H] Metwork Adapter
Sync
# Management

Mame
SW1

Integration Services
Some services offered

t# Checkpoints
Production

=1=] g " i :

wa Smart Paging File Location
Crlaw1lswi

EE' Automatic Start Action
Always start

i@ Automatic Stop Action

Shut Down

Gancal sl

18. Repeat all the steps from this section on other Windows Server hosts.

19. Start virtual machines on all Windows Server hosts.

Configuring Starwind Virtual San Vm Settings

1. Open the VM console and check the IP address received via DHCP (or which was
assigned manually).
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':l A1 e SINTT - Era sl Rk Connectioa
Film Scbon Wadis Dipbasd Yees Halp

@O N B

Another alternative is to log into the VM via console and assign static IP using nmcli if
there is no DHCP,

2. Now, open the web browser and enter the IP address of the VM. Log into the VM using
the following default credentials:

e username: user
e password: rds123RDS
e NOTE: Make sure to check the “Reuse my password for privileged tasks” box

starwindvsa-346 8

Log in with your server user account.

¥ Reuse my password for privileged tasks

3. After a successful login, click Accounts on the left sidebar.

4. Select a user and click Set Password.
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Accounts - starwindvsa-3

&«

STARWIND VIRTUAL SAN

EI starwindvsa-34...

Set Password

Old Password

New Password

Confirm New Password

Accounts

5. On the left sidebar, click Networking.

Networking - starwindvsa-3466

<

STARWIND VIRTUAL SAN

E starwindvsa-34... .
Kbps Sending Kbps Receiving
200 800
200 l l l 200
PV [ 1 Al l L o = I TR L ey |
2032 2033 20:34 2035 2032 2033 2034 2035
Networking Firewall
0 Active Rules
Interfaces Add Bond | Add Team || Add Bridge || Add VLAN
Name IP Address Sending Receiving
eth) 192.168.12.214/23 8.36 Kbps 8.46 Kbps
ethl 172.16.10.10/24 0bps 14.8 Kbps
eth2 172.16.20.10/24 3.23 Kbps 11.4 Kbps
May 8, 2023
2@:35 <info> [1683567357.4612] audit: op="checkpoint-destroy” arg="/org/freedesktop/NetworkManager/Checkpoint/4".. NetworkManager
28:35 <info> [1683567357.4667] checkpoint[@x561 1: destroy /org, ctop/Netw ger/Checkpoint/4 NetworkManager

Here, the Management IP address of the StarWind Virtual SAN Virtual Machine can be
configured, as well as IP addresses for iSCSI and Synchronization networks. In case the
Network interface is inactive, click on the interface, turn it on, and set it to Connect
automatically.

6. Click on Automatic (DHCP) to set the IP address (DNS and gateway - for Management).
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Networking - starwincvsa-346¢ <

STARWIND VIRTUAL SAN

EI starwindvsa-34...

IPv4 Settings

Addresses Automatic (DHCP)  «

Automatic (DHCP)
Link lacal
Manual
[Y——— Shared

DNS Search Domains Disabled

Routes Automatic Q

Cancel | PSS

7. The result should look like in the picture below:

Networking - starwindvsa-3466

STARWIND VIRTUAL SAN

E starwindvsa-34... .
Kbps Sending Kbps Receiving
200 800
200 l l 200
PV [ 1 Al l L o = I TR L ey |
2032 2033 20:34 2035 2032 2033 2034 2035

Firewall
0 Active Rules
Interfaces Add Bond | Add Team || Add Bridge || Add VLAN
Name IP Address Sending Receiving
eth) 192.168.12.214/23 8.36 Kbps 8.46 Kbps
ethl 172.16.10.10/24 0bps 14.8 Kbps
eth2 172.16.20.10/24 3.23 Kbps 11.4 Kbps
May 8, 2023

2@:35 <info> [1683567357.4612] audit: op="checkpoint-destroy” arg="/org/freedesktop/NetworkManager/Checkpoint/4".. NetworkManager

28:35 <info> [1683567357.4667] checkpoint[@x561 1: destroy /org, ctop/Netw ger/Checkpoint/4 NetworkManager

NOTE: It is recommended to set MTU to 9000 on interfaces dedicated for iSCSI and
Synchronization traffic. Change Automatic to 9000, if required.
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STARWIND VIRTUAL SAN

EI starwindvsa-34...

2034 2035 2038 2037 2032 2034 2035 2038 2037 2032

o

eth!  hunewvsc  00:15:5D:0C38:03 O

Status 172.16.10.10/24, feB0:0:0:0:5804:4408:3955:e9bc/64
Carrier 1 Gbps
General [ Connect automatically

IPv4 Address 172.16.10.10/24

IPv6 Automatic

MTU 9000

8. Alternatively, log into the VM via the VMware console and assign a static IP address by
editing the configuration file of the interface located by the following path:
/etc/sysconfig/network-scripts

9.0pen the file corresponding to the Management interface using a text editor, for
example: sudo nano /etc/sysconfig/network-scripts/ifcfg-eth0

10. Edit the file:

change the line BOOTPROTO=dhcp to: BOOTPROTO=static
add the IP settings needed to the file:
IPADDR=192.168.12.10

NETMASK=255.255.255.0

GATEWAY=192.168.12.1

DNS1=192.168.1.1

11. Restart the interface using the following cmdlet: sudo ifdown ethO, sudo ifup ethO, or
restart the VM.

12. Change the Host Name from the System tab by clicking on it:
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STARWIND VIRTUAL SAN

EI starwindvsa-34...

Change Host Name

S
ystem Pretty Host Name | swi

Real Host Name | sw1

13. Change System time and NTP settings if required:

System - stawindvsa

STARWIND VIRTUAL SAN

E starwindvsa-34...
Change System Time

System Time Zone | America/New York

Set Time | Automatically using NTP

14. Repeat the steps above on each StarWind VSAN VM.
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Configuring Storage

StarWind Virtual SAN for vSphere can work on top of Hardware RAID or Linux Software
RAID (MDADM) inside of the Virtual Machine.
Please select the required option:

Configuring Storage With Hardware Raid

1. Open VM Settings in Hyper-V and add drive to the VM, which going to be used by
StarWind service. It is recommended to pass the entire RAID array to the VM by selecting
a physical hard disk option.

NOTE: Using virtual hard disks is not recommended due to potential performance issues.
Thick provisioned virtual disks should be used to improve storage performance.

7 Settings for SW1 on SWOT - 4
SWi1 v [
# Hardware = Hard Drive
l" Add Hardware
B Firmware You can change how this virtual hard disk is attached to the virtual machine. If an
) ) operating system is installed on this disk, changing the attachment might prevent the
Boot entry changes pending T il okl om sk b
. Security . N
Secure Boot disabled Siie LoehaE
B Memory SCSI Controller ~ | |1 (in use) w
8192 MB Media
1:! Processor You can compact, convert, expand, merge, reconnect or shrink a virtual hard disk
8 Virtual processors by editing the assodated file. Specify the full path to the file.
= &l sCsI Controller O virtual hard disk:
s Hard Drive =
sw-vsa-hyper-v-build-15020.v...
= Hard Drive - it Inspect Browes
Physical drive Disk 1 100.0... e e E .
0 Metwork Adapter {® Physical hard disk:
MGMT
@ Network Adapter Disk 1 100.00 GB Bus 0 Lun 0 Target 1 ~
I5CE1 o If the physical hard disk you want to use is not listed, make sure that the
Ei,] Metwork Adapter disk is offline, Use Disk Management an the physical computer to manage
Sync physical hard disks.
# Management
Name To remove the virtual hard disk, dick Remove, This disconnects the disk but does not
- delete the associated file.
LL}
Integration Services Remave
Some services offered
(#, Checkpoints
Production
B8 g - .
wa Smart Paging File Location
CHhsw1iswil
E';. Automatic Start Action
Always start
E';. Automatic Stop Action
Shut Down
concel povly
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2. Login to StarWind VSAN VM web console and access the Storage section. Locate the
recently added disk in the Drives section and choose it.

STARWIND VIRTUAL SAN

El starwindvsa-34...

«iErs Writing RAID Devices
L £
No storage set up as RAID
&4 &4
32 32
0 o
2037 2038 2033 20:40 2041 2057 2038 2033 2040 20:41 centos
Storage
14.8 GiB
Filesystems
Name Mount Point Size VDO Devices
fdevicentosiroot [ | 2032/132G8 Mo storage set up as VDO
fdevisda2 /boat - 23571014 MiB B

Msft Virtual Disk (600224806...

16 GiB Hard Disk

R:0B/s W:0B/s

May 8, 2023
20:4@ g_object_notify: object class 'UDisksLinuxBlockObjec.. udisksd VMware Virtual disk (6000¢2...
20:40 g_object_notify: object class 'UDisksLinuxBlockObjec.. udisksd (24 ] :_JES;?HE‘:E:L
20:48 g_object_notify: object class 'UDisksLinuxlogicalVol. udisksd (2] : i
20:40 g_object_notify: object class 'UDisksLinuxVolumeGrou. udisksd
20:48 g_object_notify: object class 'UDisksObjectSkeleton'.. udisksd
20:40 g_object_notify: object class 'UDisksObjectSkeleton'.. udisksd
20:4@ Loading module libudisks2_lvm2.so... udisksd

3. The added disk does not have any partitions and filesystem. Press the Create Partition
Table button to create the partition.

Storage - starwindh

&«

STARWIND VIRTUAL SAN

El starwindvsa-34...
Format Disk /dev/sdb

Erase Don't overwrite existing data

o Partitioning | Compatible with modern system and hard disks > 2TB (GPT)

Storage

Formatting a disk will erase all data on it.

Concel

Ner

4. Press Create Partition to format the disk and set the mount point. The mount point
should be as follows: /mnt/%yourdiskname%
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STARWIND VIRTUAL SAN

EI starwindvsa-34...

Storage

Create Partition on /dev/sdb

Size .

Erase |Don't overwrite existing data

Type |XFS - Recommended default
Name | disk1
[ Encrypt data
Mounting |Custem
Mount Point | /mnt/disk1

Mount Options Mount at boot

[ Mount read only

Custom mount options

One Stop Virtualization Shop

100 ||GiB

Cancel Create Partition

5. On the Storage section, under Content, navigate to the Filesystem tab. Click Mount.

STARWIND VIRTUAL SAN

Storage
El starwindvsa

Drive

Model
Firmware Version
Starage Serial Number
World Wide Name

Capacity

Device File

Content

Partition

Mount Options

VMware Virtal disk (8000c2022debd1cfif2272d00111438)

v 100 GiB xfs File System

Mount Point /mnt/disk1

Virtual disk

20

6000c2922debd 1cf1227ad00111438
0x6000c2922debd1cf1f227ad001f11438
100 GiB, 107 GB, 107374182400 bytes

Idevisdb

/dev/sdb1

Filesystem

Name disk1

Mount

noatime

Used -

Create Partition Table

Delete | Format
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Configuring Starwind Management Console

1. Install StarWind Management Console on each server or on a separate workstation
with Windows OS (Windows 7 or higher, Windows Server 2008 R2 and higher) using the
installer available here.

NOTE: StarWind Management Console and PowerShell Management Library components
are required.

2. Select the appropriate option to apply the StarWind License key.
Once the appropriate license key has been received, it should be applied to StarWind

Virtual SAN service via Management Console or PowerShell.

3. Open StarWind Management Console and click Add Server.

© StarWind Management Console - m} X
FILE HOST TARGET OPTIOMS HELP

e =+
L -
Refresh Connect Disconnect Add Server Remove Server Add Device Add Device (advanced) Add VTL Device Remove Target  Help

|-—|:| Servers
E"" Add Server

This Option allows you to add local or remote
StarWind Server Hosts to StarWind Management
Conscle

StarWind Software | Ready |

EN

4. Type the IP address of the StarWind Virtual SAN in the pop-up window and click OK.
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[ZF Add new StarWind Server ? et
Host: | 192.168.12.10 || 3261
Advanced == Cancel

5. Select the server and click Connect.

6. Click Apply Key... on the pop-up window.

StarWind Managernent Console

StarWind Server Activation

Apply License Key, could be Time-limited Trial Key,
free Version Key or Commercial License Key delivered
with Purchase

Request free Version Key Here.

Close | </ applykey...

7. Select Load license from file and click the Load button.

8. Select the appropriate license key.

As an alternative, PowerShell can be used. Open StarWind InstallLicense.ps1 script with
PowerShell ISE as administrator. It can be found here:

C:\Program Files\StarWind
Software\StarWind\StarWindX\Samples\powershell\InstallLicense.ps1

Type the IP address of StarWind Virtual SAN VM and credentials of StarWind Virtual SAN
service (defaults login: root, password: starwind).

Add the path to the license key.
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g Administrator: Windows PowerShell ISE — O >
Eile Edit View Tools Debug Add-ons Help
NeEd«0rx 9290 » 0|« aBoo oo,

Installlicense.ps1 X | 2]
1 1 -~
2 # The following example shows how to apply license on a server
3 #

4 Import-Module StarWindx

5

6 Enable-SWXLog

IS $server = New-SWServer -host 127.0.0.1 -port 3261 -user root -password starwind
9

10  try

11 B

12 fserver.Connect()

13

14 Get-SWLhicense Sserver

15

16 Remove-SWLicense fserver

17

18 #apply license key

19 Set-SWlicense Sserver "CrilLicense\licensekey.swk”
20 |1

21 catch

22 g4

23 Write-Host £_ -foreground red
24 |}

25 finally

26 Bl

27 fzerver.Disconnect()

28 |}

29

P5 C:“Program Files\StarWind Software\StarWind\StarWindX\Samples'\powershell>

Ln1 Col1 100%

9. After the license key is applied, StarWind devices can be created.
NOTE: In order to manage StarWind Virtual SAN service (e.g. create ImageFile devices,
VTL devices, etc.), StarWind Management Console can be used.

Creating Starwind Ha Luns Using Powershell

1. Open PowerShell ISE as Administrator.

2. Open StarWindX sample CreateHA 2.ps1 using PowerShell ISE. It can be found here:
C:\Program Files\StarWind Software\StarWind\StarWindX\Samples\
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B Windows PowerShell ISE - O X
File Edit View Tools Debug Add-ons Help

Nad4d x| » 0 x| 8o @m.
CreateHA_2.ps1* X Lo )

1 Eparam(Saddr="192.168.12.10", $port=3261, Suser="root", $password="starwind"

2 $addr2="192.168.12.11[", $port2=$port, $user2=Suser, $password2=Spassword

3 #common

4 SinitMethod="Clear"

5 $51ze=2048

[ ] r51ze=512

7 §tailover=0

8 SbmpType=1

9 SbmpStrategy=0

10 |#primary node

11 $imagePath="V5A Storage\mnt\cryptedl™

12 $imageName="testha02"

13 ScreateImage=Strue

14

15

16

17

18 S5y onCount=1

19 $aluaOptimized=§true

20 ScacheMode="none"

21 ScacheSize=0

22 $syncInterface="#p2={0}:3260" "172.16.10.20"

23 ShbInterface="#p2=172.16.20.20:3260"

24 ScreateTarget=$true

25 SbmpFolderPath=""

26 | #secondary node

27 $imagePath2="V5A Storage‘mnt‘cryptedi”

28 $imageName2="testha02"

9 ScreateImage2=$true

30 §s geName2=""

31 st Alias2="target02"

32 SautoSynch2=$true

33 SpoolName?="pool1"”

34

35

36 $cacheMode2=§cacheMode

37 §cacheSize2-§cacheSize

38 $syncInterface2="#pl={0}:3260" - "172.16.10.10"

39 ShbInterface2="#p1=172.16.10.10:3260"

40 ScreateTarget2=5true

41 SbmpFolderPath2=""

42

43

44 Import-Module StarWindX

45

46 try

47 O

48 Enable-SwXLog -level SW_LOG_LEVEL_DEBUG

49

50 Sserver New-SWServer -host $addr -port Sport -user Suser -password $password

51

52 er . Connect ()

53

= eEi_smd.  arz_a

Ln2 Col 23 100%

2. Configure script parameters according to the following example:

param($addr="192.168.12.10", $port=3261, $user="root",
$password="starwind",

$addr2="192.168.12.11", $port2=$port, $user2=3%user,
$password2=$password,
#common

$initMethod="Clear",

$size=2048,

$sectorSize=512,

$failover=0,

$bmpType=1,

$bmpStrategy=0,
#primary node

$imagePath="VSA Storage\mnt\cryptedl”,

$imageName="testha02",

$createImage=%$true,

$storageName="",

$targetAlias="target02",

$autoSynch=%$true,
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$poolName="pooll",
$syncSessionCount=1,
$alualptimized=$true,
$cacheMode="none",
$cacheSize=0,
$syncInterface="#p2={0}:3260" -f "172.16.20.20",
$hbInterface="#p2={0}:3260" -f "172.16.10.20",
$createTarget=$true,
$bmpFolderPath="",
#secondary node
$imagePath2="VSA Storage\mnt\cryptedl",
$imageName2="testha02",
$createImage2=%$true,
$storageName2="",
$targetAlias2="target02",
$autoSynch2=$true,
$poolName2="pooll",
$syncSessionCount2=1,
$alualptimized2=$false,
$cacheMode2=$cacheMode,
$cacheSize2=%$cacheSize,
$syncInterface2="#pl={0}:3260" -f "172.16.20.10",
$hbInterface2="#pl1l={0}:3260" -f "172.16.10.10",
$createTarget2=$true,
$bmpFolderPath2=""

)
Import-Module StarWindX

try

{
Enable-SWXLog -level SW LOG LEVEL DEBUG

$server = New-SWServer -host $addr -port $port -user
$user -password $password

$server.Connect()
$firstNode = new-0Object Node

$firstNode.HostName $addr
$firstNode.HostPort $port
$firstNode.Login = $user
$firstNode.Password = $password
$firstNode.ImagePath = $imagePath
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$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.
$firstNode.

#

One Stop Virtualization Shop

ImageName =
Size = $size
Createlmage

$imageName

$createImage
StorageName $storageName
TargetAlias $targetAlias
AutoSynch = $autoSynch
SyncInterface = $syncInterface
HBInterface = $hbInterface
PoolName = $poolName
SyncSessionCount = $syncSessionCount
ALUAOptimized = $aluaOptimized
CacheMode = $cacheMode

CacheSize = $cacheSize
FailoverStrategy = $failover
CreateTarget = $createTarget
BitmapStoreType = $bmpType
BitmapStrategy = $bmpStrategy
BitmapFolderPath = $bmpFolderPath

# device sector size. Possible values: 512 or 4096 (May
be incompatible with some clients!) bytes.

#

$firstNode.
$secondNode

$secondNode.HostName =
$secondNode.HostPort =

SectorSize = $sectorSize
= new-0bject Node

$addr2
$port2

$secondNode.Login = $user2
$secondNode.Password = $password2

$secondNode.ImagePath
$secondNode.ImageName =
$secondNode.CreateImage
$secondNode.StorageName
$secondNode.TargetAlias
$secondNode.AutoSynch =
$secondNode.SyncInterface =
$secondNode.HBInterface =
$secondNode.SyncSessionCount =

$imagePath2

$imageName?2

$createImage2
$storageName2
$targetAlias?
$autoSynch2
$syncInterface2
$hbInterface2
$syncSessionCount2

$secondNode.ALUAOptimized = $aluaOptimized?2
$secondNode.CacheMode = $cacheMode?

$secondNode.CacheSize =

$cacheSize?2

$secondNode.FailoverStrategy = $failover

$secondNode.CreateTarget =

$createTarget?2

$secondNode.BitmapFolderPath = $bmpFolderPath2
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$device = Add-HADevice -server $server -firstNode
$firstNode -secondNode $secondNode -initMethod $initMethod
while ($device.SyncStatus -ne
[SwHaSyncStatus]::SW HA SYNC STATUS SYNC)
{
$syncPercent =
$device.GetPropertyValue("ha synch percent")
Write-Host "Synchronizing: $($syncPercent)%" -
foreground yellow

Start-Sleep -m 2000

$device.Refresh()

}

catch
{
Write-Host $ -foreground red
}
finally
{

$server.Disconnect()

}
Detailed explanation of script parameters:

-addr, -addr2 — partner nodes IP address.

Format: string. Default value: 192.168.0.1, 192.168.0.1

allowed values: localhost, IP-address

-port, -port2 — local and partner node port.

Format: string. Default value: 3261

-user, -user2 — local and partner node user name.

Format: string. Default value: root

-password, -password2 — local and partner node user password.
Format: string. Default value: starwind

#common

-initMethod -

Format: string. Default value: Clear

-size - set size for HA-devcie (MB)
Format: integer. Default value: 12
-sectorSize - set sector size for HA-device
Format: integer. Default value: 512
allowed values: 512, 4096
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-failover - set type failover strategy

Format: integer. Default value: 0 (Heartbeat)

allowed values: 0, 1 (Node Majority)

-bmpType - set bitmap type, is set for both partners at once

Format: integer. Default value: 1 (RAM)

allowed values: 1, 2 (DISK)

-bmpStrategy - set journal strategy, is set for both partners at once

Format: integer. Default value: 0

allowed values: 0, 1 - Best Performance (Failure), 2 - Fast Recovery (Continuous)

#primary node

-imagePath - set path to store the device file

Format: string. Default value: My computer\C\starwind”. For Linux the following format
should be used: “VSA Storage\mnt\mount_point”

-imageName - set name device

Format: string. Default value: masterimg21

-createlmage - set create image file

Format: boolean. Default value: true

-targetAlias - set alias for target

Format: string. Default value: targetha21l

-poolName - set storage pool

Format: string. Default value: pooll

-aluaOptimized - set Alua Optimized

Format: boolean. Default value: true

-cacheMode - set type L1 cache (optional parameter)

Format: string. Default value: wb

allowed values: none, wb, wt

-cacheSize - set size for L1 cache in MB (optional parameter)

Format: integer. Default value: 128

allowed values: 1 and more

-syncinterface - set sync channel IP-address from partner node

Format: string. Default value: “#p2={0}:3260"

-hbinterface - set heartbeat channel IP-address from partner node

Format: string. Default value: “”

-createTarget - set creating target

Format: string. Default value: true

Even if you do not specify the parameter -createTarget, the target will be created
automatically.

If the parameter is set as -createTarget $false, then an attempt will be made to create
the device with existing targets, the names of which are specified in the -targetAlias
(targets must already be created)

-bmpFolderPath - set path to save bitmap file

Format: string.
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#secondary node

-imagePath2 - set path to store the device file

Format: string. Default value: “My computer\C\starwind”. For Linux the following format
should be used: “VSA Storage\mnt\mount_point”

-imageNamez2 - set name device

Format: string. Default value: masterimg21

-createlmage?2 - set create image file

Format: boolean. Default value: true

-targetAlias2 - set alias for targetFormat: string.

Default value: targetha22

-poolName?2 - set storage pool

Format: string. Default value: pooll

-aluaOptimized?2 - set Alua Optimized

Format: boolean. Default value: true

-cacheMode?2 - set type L1 cache (optional parameter)

Format: string. Default value: wb

allowed values: wb, wt

-cacheSize?2 - set size for L1 cache in MB (optional parameter)

Format: integer. Default value: 128

allowed values: 1 and more

-syncinterface2 - set sync channel IP-address from partner node

Format: string. Default value: “#p1={0}:3260"

-hbinterface2 - set heartbeat channel IP-address from partner node

Format: string. Default value: “”

-createTarget2 - set creating target

Format: string. Default value: true

Even if you do not specify the parameter -createTarget, the target will be created
automatically.If the parameter is set as -createTarget $false, then an attempt will be
made to create the device with existing targets, the names of which are specified in the -
targetAlias (targets must already be created)

-bmpFolderPath2 - set path to save bitmap file

Format: string.

Selecting The Failover Strategy

StarWind provides 2 options for configuring a failover strategy:

Heartbeat

The Heartbeat failover strategy allows avoiding the “split-brain” scenario when the HA

cluster nodes are unable to synchronize but continue to accept write commands from the
initiators independently. It can occur when all synchronization and heartbeat channels
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disconnect simultaneously, and the partner nodes do not respond to the node’s requests.
As a result, StarWind service assumes the partner nodes to be offline and continues
operations on a single-node mode using data written to it.

If at least one heartbeat link is online, StarWind services can communicate with each
other via this link. The device with the lowest priority will be marked as not synchronized
and get subsequently blocked for the further read and write operations until the
synchronization channel resumption. At the same time, the partner device on the
synchronized node flushes data from the cache to the disk to preserve data integrity in
case the node goes down unexpectedly. It is recommended to assign more independent
heartbeat channels during the replica creation to improve system stability and avoid the
“split-brain” issue.

With the heartbeat failover strategy, the storage cluster will continue working with only
one StarWind node available.

Node Majority

The Node Majority failover strategy ensures the synchronization connection without any
additional heartbeat links. The failure-handling process occurs when the node has
detected the absence of the connection with the partner.

The main requirement for keeping the node operational is an active connection with
more than half of the HA device’s nodes. Calculation of the available partners is based
on their “votes”.

In case of a two-node HA storage, all nodes will be disconnected if there is a problem on
the node itself, or in communication between them. Therefore, the Node Majority failover
strategy requires the addition of the third Witness node or file share (SMB) which
participates in the nodes count for the majority, but neither contains data on it nor is
involved in processing clients’ requests. In case an HA device is replicated between 3
nodes, no Witness node is required.

With Node Majority failover strategy, failure of only one node can be tolerated. If two
nodes fail, the third node will also become unavailable to clients’ requests.

Please select the required option:

Provisioning Starwind Ha Storage To Windows
Server Hosts

1. Launch Microsoft iSCSI Initiator: Start -> Windows Administrative Tools -> iSCSI
Initiator. Alternatively, launch it using the command below in the command line
interface:

iscsicpl

2. Navigate to the Discovery tab.
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i5CSI Initiator Properties x
Targets Discovery  Fayorite Targets  Wolumes and Devices  RADIUS — Configuration

Target portals

The system will laok for Targets on following portals: Refresh

Address Fort Adapter IF address

To add a target portal, dick Discover Portal. Discover Portal...

To remove a target portal, select the address above and REmove

then dick Remove,
iS5 servers

The system is registered on the following iSMS servers: Refresh

Mame

To add an iSM5 server, dick Add Server. Add Server...

To remove an iSMS server, select the server above and T —

then dick Remove.

QK Cancel Apply

3. Click the Discover Portal button. The Discover Target Portal dialog appears. Type
172.16.10.10.
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Discowver Target Portal *

Enter the IP address or DMNS name and port number of the portal you
want to add.

To change the default settings of the discovery of the target portal, dick
the Advanced button.

IP address or DMS name: Port: (Default is 3260.)
172.16.10.10)| | | 3260
Advanced... Cancel

4. Click the Advanced button. Select Microsoft iSCSI Initiator as a Local adapter and
select Initiator IP. Confirm the actions to complete the Target Portal discovery.
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Advanced Settings ? x

General  Ipgec

Connect using

Local adapter: Microsoft iSCSI Initiator v
Initiator IP: 172.16.10.1 w
Target portal IP: w
CRC f Checksum

[]Data digest [ ]Header digest

[ |Enable CHAF log on
CHAP Log on information

CHAP helps ensure connection security by providing authentication betbween a karget and
an inikiatar,

To use, spedfy the same name and CHAP secret that was configured on the target for this
initiator. The name will default to the Initiator Mame of the system unless another name is
specified.

Marme: ign. 1991-05, com.microsoft:swi1
Target secret:

Perform mutual authentication

To use mutual CHAP, either specify an initiator secret on the Configuration page or use
RADILS,

IJse RADIUS to generate user authentication credentials

|Ise RADILS to authenticate target credentials

Concel | | gl

5. Click the Discover Portal... button once again.

6. In Discover Target Portal dialog, type in the iSCSI interface IP address of the partner
node that will be used to connect the StarWind provisioned targets. Click Advanced.
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Discover Target Portal >

Enter the IP address or DMS name and port number of the portal you
want to add.

To change the default settings of the discovery of the target portal, dick
the Advanced button.

IP address or DMNS name: Port: (Default is 3260.)

172.16.10.20)| | |325u
Advanced... Cancel

7. Select Microsoft iSCSI Initiator as the Local adapter, select the Initiator IP in the same
subnet as the IP address of the partner server from the previous step. Confirm the
actions to complete the Target Portal discovery.
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Advanced Settings ? x

General  Ipgec

Connect using

Local adapter: Microsoft iSCSI Initiator v
Initiator IP: 172.16.10.1 w
Target portal IP: w
CRC f Checksum

[]Data digest [ ]Header digest

[ |Enable CHAF log on
CHAP Log on information

CHAP helps ensure connection security by providing authentication betbween a karget and
an inikiatar,

To use, spedfy the same name and CHAP secret that was configured on the target for this
initiator. The name will default to the Initiator Mame of the system unless another name is
specified.

Marme: ign. 1991-05, com.microsoft:swi1
Target secret:

Perform mutual authentication

To use mutual CHAP, either specify an initiator secret on the Configuration page or use
RADILS,

IJse RADIUS to generate user authentication credentials

|Ise RADILS to authenticate target credentials

Concel | | gl

8. Now, all the target portals are added on the first node.
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i5C5! Initiator Properties
Targets Discovery  Fayorite Targets  Volumes and Devices

Target portals

The system will loak for Targets on following portals:

RADIUS Configuration

Refresh

Address Port Adapter
172.16.10,10 3280 Microsoft iSCSI Initiator
172.16,10,20 3280 Microsoft iSCSI Initiator

IF address

172,16.10.1
172,16.10.1

To add a target portal, didk Discover Portal,

Discover Portal. ..

To remove a target portal, select the address above and
then dick Remove.

iSMS servers

The system is registered on the following iSMNS servers;

Remowve

Refresh

Mame

To add an iSMS server, dick Add Server.

To remove an iSMS server, select the server above and
then dick Remove.

Ok

Add Server..,

Remowve

Cancel Apply

9. Repeat the steps 1-8 on the partner node.

Connecting Targets

1. Click the Targets tab. The previously created targets are listed in the Discovered

Targets section.

NOTE: If the created targets are not listed, check the firewall settings of the StarWind
Server as well as the list of networks served by the StarWind Server (go to StarWind
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Management Console -> Configuration -> Network). Alternatively, check the Access
Rights tab on the corresponding StarWind VSAN server in StarWind Management Console
for any restrictions.

i5C5l Initiator Properties >

Targets Discovery Favorite Targets  Volumes and Devices  RADIUS — Configuration
Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DMS name of the target and then dick Quick Connect.

Target: | | Quick Connect...

Discovered targets

Refresh

Mame Status

igr. 2008-08. com. starwindsoftware:sw 1-tsv 1l Inactive

ign. 2003-08,com. starwindsoftware:;sw 1-csv 2 Inactive

ign. 2003-05 ., com. starwindsoftware:sw 1-witness Inactive

ign. 2003-05,com, starwindsoftware:sw2-csv 1 Inactive

ign. 2003-05 ., com, starwindsoftware:sw2-csv2 Inactive

iqn. 2003-08 ., com. starwindsoftware:sw 2-witness Inactive
To connect using advanced options, select a target and then Connect
dick Connect.
To completely disconnect a target, select the target and Di ot
then dick Disconnect. ISEonne
For target properties, induding configuration of sessions, Properties
select the target and dick Properties.
For configuration of devices assodated with a target, select Devices. .

the target and then dick Devices.

Cancel Apply

2. Select the Witness target from the local server and click Connect.

3. Enable checkboxes as shown in the image below. Click Advanced.
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Connect To Target

Target name:

| ign. 2003-05.com. starwindsoftware:sw 1-witness

connection every time this computer restarts.

Add this connection to the list of Favorite Targets.
This will make the system automatically attempt to restore the

Cancel

4. Select Microsoft iSCSI Initiator in the Local adapter dropdown menu. In the Initiator IP
field, select the IP address for the iSCSI channel. In the Target portal IP, select the
corresponding portal IP from the same subnet. Confirm the actions.
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Advanced Settings ? x

General  Ipgec

Connect using

Local adapter: Microsoft iSCSI Initiator v
Initiator IP: 172.16.10.1 w
Target portal IP: 172.16.10.10 / 3260 w
CRC f Checksum

[]Data digest [ ]Header digest

[ |Enable CHAF log on
CHAP Log on information

CHAP helps ensure connection security by providing authentication betbween a karget and
an inikiatar,

To use, spedfy the same name and CHAP secret that was configured on the target for this
initiator. The name will default to the Initiator Mame of the system unless another name is
specified.

Marme: ign. 1991-05, com.microsoft:swi1
Target secret:

Perform mutual authentication

To use mutual CHAP, either specify an initiator secret on the Configuration page or use
RADILS,

IJse RADIUS to generate user authentication credentials

|Ise RADILS to authenticate target credentials

Concel | | gl

5. Repeat the steps 2-4 to connect to partner node.
6. Select the CSV1 target discovered from the local server and click Connect.

7. Enable checkboxes as shown in the image below. Click Advanced.
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Connect To Target >

Target name:

| ign. 2008-08.com, starwindsoftware:sw 1-tsv 1

Add this connection to the list of Favorite Targets.
This will make the system automatically attempt to restore the
connection every time this computer restarts.

Enable mult-path

Advanced... Cancel

8. Select Microsoft iSCSI Initiator in the Local adapter dropdown menu. In Target portal
IP, select 172.16.10.10. Confirm the actions.

9. Select the partner target from the other StarWind node and click Connect.
10. Repeat the step 6.
11. Select Microsoft iSCSI Initiator in the Local adapter dropdown menu. In the Initiator

IP field, select the IP address for the iSCSI channel. In the Target portal IP, select the
corresponding portal IP from the same subnet. Confirm the actions.
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Advanced Settings ? x

General  Ipgec

Connect using

Local adapter: Microsoft iSCSI Initiator v
Initiator IP: 172.16.10.1 w
Target portal IP: 172.16.10.20 / 3260 w
CRC f Checksum

[]Data digest [ ]Header digest

[ |Enable CHAF log on
CHAP Log on information

CHAP helps ensure connection security by providing authentication betbween a karget and
an inikiatar,

To use, spedfy the same name and CHAP secret that was configured on the target for this
initiator. The name will default to the Initiator Mame of the system unless another name is
specified.

Marme: ign. 1991-05, com.microsoft:swi1
Target secret:

Perform mutual authentication

To use mutual CHAP, either specify an initiator secret on the Configuration page or use
RADILS,

IJse RADIUS to generate user authentication credentials

|Ise RADILS to authenticate target credentials

Concel | | gl

11. Repeat the steps 1-10 for all remaining HA device targets.

12. Repeat the steps 1-11 on the other StarWind node, specifying corresponding data
channel IP addresses.

Configuring Multipath

NOTE: It is recommended to configure the different MPIO policies depending on iSCSI
channel throughput. For 1 Gbps iSCSI channel throughput, it is recommended to set
Failover Only or Least Queue Depth MPIO load balancing policy. For 10 Gbps iSCSI
channel throughput, it is recommended to set Round Robin or Least Queue Depth MPIO
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load balancing policy.

1. Configure the MPIO policy for each target with the load balance policy of choice. Select
the Target located on the local server and click Devices.

2. In the Devices dialog, click MPIO.

Devices X
Mame Address
Disk 2 Port 5: Bus 0: Target 2: LUN O

Volume path names:

Legacy device name: W \PhysicalDrive2

W mpio#disk&ven_starwind&prod_starwind&rev_00(
Device interface name:
£ >

Configure Multipath 10 (MPIC)

To configure the MPIO policy for a
selected device, dick MPIO, MPIO...

Ok

3. Select the appropriate load balancing policy.

4. Repeat the steps 1-3 for configuring the MPIO policy for each remaining device on the
current node and on the partner node.

Connecting Disks to Servers

1. Open the Disk Management snap-in. The StarWind disks will appear as unallocated
and offline.
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= Disk Management - O x>
File Action View Help
Ll ANl 7 Nl =

Volume | Layout | Type File System | Status | Capacity | Free Spa... | % Free
) Storage (D) | Simple Basic NTFS Healthy (P... 49.37GB 3278GE 66 %
= Systemn (C:) Simple Basic NTFS Healthy (B... 24.51 GB 6.53 GB 27 %
== System Reserved Simple Basic NTFS Healthy (5. 500 MB 172 MB 34 %
A
= Disk 0
Basic System Reserved System (C3)
23.00 GB 500 MB NTFS 24.51 GB NTFS
Online Healthy (System, Active, Primary Partiti || Healthy (Boot, Page File, Crash Dump, Primary Partition)

= Disk 1 |

Basic Storage (D:)
49.3_3 GE 49,87 GB NTFS
Online Healthy (Primary Partition)

*O Disk 2

Unknown

6.00 GB .00 GB
Offline ) Unallocated
*O Disk 3

Unknown

10.00 GB 10.00 GB
Offline ) Unallocated
*O Disk 4

Unknown

1.00 GB 1.00 GB
Offline @) Unallocated

W Unallocated Wl Primary partition

2. Bring the disks online by right-clicking on them and selecting the Online menu option.
3. Select the CSV disk (check the disk size to be sure) and right-click on it to initialize.
4. By default, the system will offer to initialize all non-initialized disks. Use the Select

Disks area to choose the disks. Select GPT (GUID Partition Style) for the partition style to
be applied to the disks. Press OK to confirm.
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Initialize Disk >

“You must inttialize a disk before Logical Disk Manager can access it.
Select disks:
Digk: 2

[+] Diske 3
[] Dislc 4

|Use the following partition style for the selected disks:

() MBR {Master Boot Record)
(@ GPT {GUID Partition Table)

Mote: The GPT partition style is not recognized by all previous versions of
Windows.

Cancel

5. Right-click on the selected disk and choose New Simple Volume.
6. In New Simple Volume Wizard, indicate the volume size. Click Next.

7. Assign a drive letter to the disk. Click Next.

Mew Simple Volurne Wizard >

Assign Drive Letter or Path
For easier access, you can assign a drive |letter or drive path to your partition.

(®) Assign the following drive letter: E e
() Mourt in the following empty NTFS folder:

Browse. .
(") Do not assign a drive letter or drive path
< Back Mead = Cancel
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8. Select NTFS in the File System dropdown menu. Keep Allocation unit size as Default.
Set the Volume Label of choice. Click Next.

Mew Simple Volume Wizard >

Format Partition
To store data on this partition, you must format it first.

Choose whether you want to farmat this volume, and f so, what settings you want to use.

() Do not format this valume

(@) Format thiz volume with the following settings:

File system: NTFS w
Allocation unit size: Default W
Valume label: |':5V1|

Perform a quick format

[ ] Enable file and folder compression

< Back Mext = Cancel

9. Press Finish to complete.

10. Complete the steps 1-9 for the Witness disk. Do not assign any drive letter or drive
path for it.
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Mew Simple Volume Wizard >

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your partition.

() Assign the following drive letter: E
() Mourt in the following empty NTFS folder:
Browse. .
(®) Do not assign a drive letter or drive path
< Back Mext = Cancel

11. On the partner node, open the Disk Management snap-in. All StarWind disks will
appear offline. If the status is different from the one shown below,
click Action->Refresh in the top menu to update the information about the disks.

12. Repeat step 2 to bring all the remaining StarWind disks online.

Creating A Failover Cluster In Windows Server

NOTE: To avoid issues during the cluster validation configuration, it is recommended to
install the latest Microsoft updates on each node.

NOTE: Server Manager can be opened on the server with desktop experience enabled
(necessary features should be installed). Alternatively, the Failover cluster can be
managed with Remote Server Administration Tools:
https://docs.microsoft.com/en-us/windows-server/remote/remote-server-administration-t
ools

NOTE: For converged deployment (SAN & NAS running as a dedicated storage cluster)
the Microsoft Failover Cluster is deployed on separate computing nodes. Additionally, for
the converged deployment scenario, the storage nodes that host StarWind SAN & NAS as
CVM or bare metal do not require a domain controller and Failover Cluster to operate.

1. Open Server Manager. Select the Failover Cluster Manager item from the Tools menu.
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B Server Manager

Server Manager * Dashboard & Manage  Took  View
Cluster-Aware Updating

Component Services
WELCOME TO SERVER MANAGER

Computer Management

Local Server Defragment and Optimize Drives

. R Disk Cleanup
o Configure this local server Event Viewer

[
ii All Servers
s
| Failover Cluster Manager

File and Storage Services P

m Hyper-V QUICK START
Hyper-V Manager

iSCSl Initiator
Add ather servers to manage focaledubiiicy

Microsoft Azure Services

4 Create a server group MPIO

ODBC Data Sources (32-bit)
5 Connect this server to cloud se ODEC Data Sources (64-bit)

Performance Monitor

2 Add roles and features

W

WHAT'S NEW

LEARN MORE

Print Management

Resource Monitor

Services

ROLES AND SERVER GROUPS .
Roles: 2 | Servergroups:1 | Servers total: 1 System Configuration
System Information

1 m Hyper-V Task Scheduler

Windows Firewall with Advanced Security

i File ::md Storage
Services

@ Manageability @ Manageability Windows Memory Diagnostic

2. Click the Create Cluster link in the Actions section of Failover Cluster Manager.

i% Failover Cluster Manager — m} X
File Action View Help

= |5 HE

&4 Failover Cluster Manager Failover Cluster Manager | Actions

'-I;f Create fzilover clusters, validate hardware for potential fallover clusters, and perform Failover Cluster Manager =
115 configuration changes to your failover clusters.

Validate Configuration...

L]
%’31 Create Cluster...
@ Overview &

A failover cluster is 2 set of independent computers that work together to increase the .
availability of server roles. The clustered senvers (called nodes) are connected by physical View 4
cables and by software. If one of the nodes fails, another nede begins to provide services.

This process is known as failover. Refresh

Connect to Cluster...

Properties

- [T

(~) Clusters

Name Role Status

Help

No fems found.

(») Management

To begin to use failover clustering, first validate your hardware configuration, and then
create a cluster. After these steps are complete. you can manage the cluster. Managing a
cluster can include copying roles to it from a cluster running Windows Server 2016 or
supported previous versions of Windows Server.

¥ Validate Corfiquration...

8 Create Cluster

5 Connect to Cluster...

@ More Information

B Failover cluster topics on the Web

h Fallover cluster communities on the YWeb

h Microsoft support page on the Web
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3. Specify the servers to be added to the cluster. Click Next to continue.

EJ Create Cluster Wizard >

Select Servers
i

2

Before You Begin Add the names of all the servers that you want to have in the cluster. You must add &t least one server.

Select Servers

Validation Waming

Pccess Poirt for Enter server name: || Browse...
Administering the =
Cluster Selected servers: 5V starwind local Add
L SW2 starwind Jocal

Confirmation -

lemove
Creating New Cluster
Summary

< Previous Meat = Cancel

4. Validate the configuration by running the cluster validation tests: select Yes... and
click Next to continue.
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EJ Create Cluster Wizard >

Jﬁ‘ Validation Waming
n:

Before ou Begin For the servers you selected for this cluster, the reports from cluster configuration validation tests

Selact Seners JA appear to be missing or incomplete. Microsoft supports a cluster solution only if the complete
~ configuration (servers, networlc and storage) can pass all the tests in the Validate a Configuration

Validation Waming wizard.

Access Paint for Do you want to run configuration validation tests before continuing?

Administering the

Cluster

Confirmation

Creating Mew Cluster
. ® Yes. When | click Mext, un configuration validation tests, and then retum to the process of creating

Summany the cluster.

@) Mo. | do not reguire support from Microsoft for this cluster, and therefore do not want to run the
validation tests. When | click Next, cortinue creating the cluster.

Mare about cluster validation tests

< Previous Mead = Cancel

5. Specify the cluster name.
NOTE: If the cluster servers get IP addresses over DHCP, the cluster also gets its IP
address over DHCP. If the IP addresses are set statically, set the cluster IP address

manually.
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&J Create Cluster Wizard *

Jﬁ‘ Access Point for Administering the Cluster
ne

Befare You Begin Type the name you want to use when administering the cluster.
Select Servers -
Cluster Name: Production
Access Point for
f:ﬁn;tlglreﬂtenng - The NetBIOS name is limited to 15 characters. One or more IPv4 addresses could not be configured
= automatically, For each network to be used, make sure the network is selected, and then type an
Confimmation address.
Creating Mew Cluster
. Metworks Address
Summary
| 192.168.12.0/23
< Previous Mext = Cancel

6. Make sure that all settings are correct. Click Previous to make any changes or Next to

proceed.

&0 Create Cluster Wizard ot
35 Confirmation
=Pl

Before You Begin You are ready to create a cluster.

Select Servers The wizard will create your cluster with the following settings:

Access Point for

Administering the Cluster

Cluster

Production
o

Creating New Cluster SW1 starwind Jocal

Summary SW 2 starwind local

Cluster registration

DMS and Active Directory Domain Services
IP Address

192.16812.86

[] Add all eligible storage to the cluster.

To continue, click Next.

< Previous Neat > Cancel
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NOTE: If checkbox Add all eligible storage to the cluster is selected, the wizard will add
all disks to the cluster automatically. The device with the smallest storage volume will be
assigned as a Witness. It is recommended to uncheck this option before

clicking Next and add cluster disks and the Witness drive manually.

7. The process of the cluster creation starts. Upon the completion, the system displays
the summary with the detailed information. Click Finish to close the wizard.

&7 Create Cluster Wizard *
Summary
Before You Begin *fou have successfully completed the Create Cluster Wizard.
Select Servers e
Access Point for
Administering the Node ~
s SW1 starwind Jocal
Canfimation SW 2 starwind Jocal
Creating New Cluster Cluster
P
IP Address
19216812 .86
Warnings
* An appropriate disk was not found for configuring a disk witness. The
cluster is not configured with a witness. As a best practice, configure a
witness to help achieve the highest availability of the cluster. f this
cluster does not have shared storage, corfigure a File Share Witness or
a Cloud Witness. o
To view the report created by the wizand, click View Report. View Report...
To close this wizard, click Finish.

Adding Storage to the Cluster

1. In Failover Cluster Manager, navigate to Cluster -> Storage -> Disks. Click Add Disk in
the Actions panel, choose StarWind disks from the list and confirm the selection.
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% Failover Cluster Manager - O X
File Action View Help
= |z B
% Failover Cluster Manager Actions
- -%? Production " .
% Roles Disks
:55 Modes MName Status Assigned To Owner Nod| \3 Add Disk
b E Storage 3 Move Available Storage »
£ Disks
B Pools Add Disks to a Cluster > 4
BB Enclosures
:iﬂ Networks Select the disk or disks that you want to add.
Cluster Bvents | s izhie disks
Resource Name Disk Info Capacity Signature/Id
[ & Cluster Disk 1 Disk 3 on node SW2 10.0GB {D80ffb0a-c594-4790-afc3-5b 997e65c0dch
éjClLlster Disk 2 Disk 4 on node SW2 1.00GB {2bd3a193-b684-4147-8660-3d 1d682dcs...
éjC]Llster Disk 3 Disk 2 on node SW2 6.00GB {bdadelc2-d87c-4af b 53b-dda21e81bfbd}
Cancel
2. To configure the cluster witness disk, right-click on Cluster and proceed to More
Actions -> Configure Cluster Quorum Settings.
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% Failover Cluster Manager - O X
File Action View Help
e= | 3
& Failover Cluster Manager | Failover Cluster Manager | Actions
- Prod .
l%? Configure Role... failover clusters, validate hardware for potential failover clusters, and Failaver Cluster Manager -~
Validate Cluster... 1 configuration changes to your failover clusters. ﬂ Validate Configuration...
View Validation Report % Create Cluster..,
Add Node... view -%? Connect to Cluster...
iter is @ set of independent computers that work together to increase the .
e By server roles. The dustered servers (called nodes) are connected by View 4
sz and by software. If one of the nodes fails, another node begins to
#s. This process is known as failover. |G Refresh
Reset Recent Events
Properties
Maore Actions > Cenfigure Cluster Quorum Settings... ﬂ Help
Refresh Copy Cluster Roles...
Properties Shut Down Cluster...
Help Destroy Cluster...
Move Core Cluster Resources b
Cluster-Aware Updating
< >
(») Management
Ta begin to use failover clustering, first validate your hardware configuration, and then
create a cluster. After these steps are complete. you can manage the cluster. Managing
a cluster can include copying roles to it from a cluster running Windows Server 2016 or
supperted previous versions of Windows Server.
8 Validate Corfiguration...
ﬁ! Create Cluster
@ Connect to Cluster. .
@ More Information
“ Failover cluster topics on the Web
“ Failover cluster communities on the Web
“ Microsoft support page on the Web .
This action starts a wizard that guides you through configuring the cluster quorum settings.
3. Follow the wizard and use the Select the quorum witness option. Click Next.
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-ﬁj Configure Cluster Querum Wizard >

i Select Quorum Configuration Option

=

Befors You Begin Select a quorum configuration for your cluster.
Select Quonum

Corfiguration Option () Use default quorum configuration

Select Cuonmm The cluster determines quorum management options, including the quorum witness.

Witness
Corfirmation (®) Select the quorum witniess
Configure Cluster *ou can add or change the quorum witness. The cluster detemmines the other quorum management

Cuorum Settings options.
(") Advanced quorum corfiguration

Summany
You detemmine the quonum management options, including the quorum witness.

Failover Cluster Quonum and Witness Configuration Options

< Previous Mea = Cancel

4. Select Configure a disk witness. Click Next.
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-ﬁj Configure Cluster Querum Wizard >

i Select Quorum Witness

=]

Befare You Begin Select a quonum witness option to add or change the quonum witness for your cluster configuration. Az a
best practice, configure a quorum witness to help achieve the highest availability of the cluster.

Select Quorum

Corfiguration Option

(®) Corfigure a disk witness
Witness Adds a quorum vote of the disk witness

Select Quonum

Corfigure Storage
Witness () Corfigure a file share witness

Confimation Adds a quorum vote of the file share witness

gonﬁgur?sgtl-'mer (O Configure a cloud witniess
LorUm 2ettings Adds a quonum vote of the cloud witness

Summany
() Do not configure a quorum witness

Failover Cluster Guonum and Witness Configuration Options

< Previous Mea = Cancel

5. Select the Witness disk to be assigned as the cluster witness disk. Click Next and
press Finish to complete the operation.
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=Y Configure Cluster Cuorum Wizard >
q

Configure Storage Witness

i e
Before You Begin Select the storage volume that you want to assign as the disk witness.
Select Quorum
Configuration Option
Select Quorum ]
Witness Mame Status Mode Location
o [0 = &5 Cluster Disk 1 (%) Orlline SW2 Availzble Storage
Witness Walume: {3) File System: NTFS 9.52 GB free of 9.97 GB
Corfirmation = &4 Cluster Disk 2 (%) Online W2 Available Storage
Con ot Wolume: (W File System: NTFS 555 MB free of 550 MB
Gﬂo;ﬁ;r‘;eﬁfng? O = & Custer Disk 3 (#) Online SW2 Available Storage

Walume: (E) File System: NTFS 5.93 GE free of 5.97 GB
Summary

< Previous Mend = Cancel

6. In Failover Cluster Manager, Right-click the disk and select Add to Cluster Shared

Volumes.
% Failover Cluster Manager — m} X
File Action View Help
= zm |
ﬁ; Failover Cluster Manager Disks (3) Actions
v %E Production.starwind.local Search - z . A
pa ) | o N
[5 Nodes Name Status Assigned To Owner Nods Disk Number Parti| | 5 Add Disk
vig itwge 2 Cluster Disk 1 (%) Online Availzble Storags sW2 @ = ale Stor., b
i B Onl
Lﬂ Rk dé. Cluster Disk 2 @ Cline Disk Witness in Quorum SwW2 s »
El Pools Take Offline
=3 Cluster Disk 3 (@ Onl Availsble: St sw2 N
ﬁ Enclosures o Huster List nline wailable Storage
:'ij Nehuorke % Add to Cluster Shared Volumes
Cluster Events @ Informaticn Details...
Show Critical Events -
= B3 Replication 3
L Cluster Disk 1
€ More Actions 4
=r Shar...
m C® Remove
B z B Details...
roperties
Csv2(G) o noewt Events
Volumes I — v
Disks: Cluster Disk 1

7. If renaming of the cluster shared volume is required, right-click on the disk and
select Properties. Type the new name for the disk and click Apply followed by OK.
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B} Failover Cluster Manager — O *
Cluster Disk 1 Properties x
File Action View Help
&= nm Genere
.séi Failover Cluster Manager Disks (3) 33' Name ‘CSVZ’
v & Productiontaind oce T Twe Pyscal Dk i
i% Roles Status: Cnline
'z Nodes Name Status Pesigneq Disk
v ) Storage d% Cluster Disk 1 @ Online Cluster § e Available Storage b
25 p
Lﬂ 02 5 d% Cluster Disk 2 @ Online Disk Wit »
= Pools 4 Clter Dk 3 ® ona st Volume File System Redirectsd Access  Capacil
=3 7 Cluster Disl niing uster 4 L
BB Enclosures = 24 C\CusterStorage Wolume 1 No 997gG| fh
aﬂ MNetworks
Cluster Events
lisk 1 -
B Online
Offline
mation Details...
<
Critical Events
N % Cluster Disk 1 < b3 e 4
- ication 4
m E Actions 3
- ove from Cluster 5...
_ .CSVE (CAClusterStorage'Wolume1) Cancel Aonly
% CSVFS 9.92 GB free of 9.97 GB erties
| Help
Valumes
Disks: Cluster Disk 1

8. Perform the steps 6-7 for any other disk in Failover Cluster Manager. The resulting list
of disks will look similar to the screenshot below.

5 Failover Cluster Manager - O x
File Action View Help

o= 55 HE

.ﬁi Failover Cluster Manager Disks (3) Actions
T [Quees =i ~ () | Dots B
Roles s
:_‘5‘3 Nodes Name Status Assigned To Owner Node Digk Number Partit 3 Add Disk
~ |} Storage A csv (®) Online Cluster Shared Volume SwWz2 2 5 Move Available Stor... #
R,
‘éi PD“"T & csv2 (®) Orline Cluster Shared Volume SW1 3 View »
ools
BB Enclosures d% Witness @ Cnline Disk Witness in Quorum Sw2 4 |6 Refresh
:iﬂ Networks ﬂ Help
Bi] Cluster Events
sVl -
ﬁ Bring Online
ﬁ Take Offline
< »
= # Information Details...
v ‘% C5vi Show Critical Events
@ Move »
M @4 Replication 4
€5V (C:iClusterStoragetVolume?) Mare Actions »
i L |
%" CSVFS 593 GB free of 5.97 GB 3 Remove from Clust...
Volumes D Properties w

Disks: CSV1

Configuring Cluster Network Preferences

1. In the Networks section of the Failover Cluster Manager, right-click on the network
from the list. Set its new name if required to identify the network by its subnet. Apply the
change and press OK.

NOTE: Please double-check that cluster communication is configured with redundant
networks:

StarWind Virtual SAN: Configuration Guide for Microsoft Hyper-V Server [Hyper-V], VSAN 69
Deployed as a Controller VM (CVM) using PowerShell CLI



StarW:nd

HYPERCONVERGENCE

One Stop Virtualization Shop

https://docs.microsoft.com/en-us/windows-server/failover-clustering/smb-multichannel

fﬁ Failover Cluster Manager

0
Cluster Metwork 1 Properties x
File Action \View Help
T T General
“=|am
% Failover Cluster Manager Networks (3) ﬁ Cluster Networt 1
M| —— -
=2 Roles e [
3% Nodes Name Status Cluster Use In |ch| <
v |y Storage & Cluster Network 1 @ Up Cluster Only »
éj Disks . ®) Allow cluster network commurication on this network:
1 Pool ig, Cluster Network 2 @ Up Mone
s & sninzct through this nstwirk
BB Enclosures %. Cluster Network 3 @ Up Cluster and Client bty -
.ﬁ Networks () Do nat allow cluster network communication on this nstwork ==
Cluster Events A
Status: Up
: Subnetsi | 172.16.20.0/24
v % Cluster Network 1
Subnets: 172.16.20.0/24
ok ] coee oy
 Summary | Network Conrections | T
Metwaorks: Cluster Network 1
2. Rename other networks as described above, if required.
B Failover Cluster Manager = O X
File Action View Help
@@= 2@ HiE
@ Failover Cluster Manager Networks (3) Actions
v B Produdtionstenvindlocal | e,y =0 Queres > el vl e *
Search | Queries w - letworks -
B e 7 | Quedes >[I ~| v Newete
3’3 Modes Name Status Cluster Use Information ﬁ Live Migration Settings...
v I Storage & Syme @ Up Cluster Crly View 4
3 Disks =
g b & 58l @ W Boge [d Refresh
EE Enclosures -i? Management @ Up Cluster and Cliert Help
“ 4l Netwarks ;
Cluster Events : _E@ﬁ =
G a Information Details...
© COny ¥ ﬁ) : . Show Critical Events
Cluster Onl =) 5
oy Subnets:  172.16.100/24 & Propbiis
Help
| Summary | Network Connections |
MNetworks: i5CS

3. In the Actions tab, click Live Migration Settings. Uncheck the synchronization network,
while the iSCSI network can be used if it is 10+ Gbps. Apply the changes and click OK.
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& Failover Cluster Manager - O x
File Action View Help Live Migration Settings X
ol $ | 4] | E Metworks for Live Migration
5 Failover Cluster Manager Actions
?é. -ii? Production.ctarwind.local e Select one or more networks for virtual machines to use for live migration.
' . Use the buttons to list them in order from most preferred at the top to MNetworks -
E Roles I— least preferred at the bottom. e —— . .
_‘; Nodes Name Status -é Live Migration Settings...
v g S;torage & syme ® o View 3
&4 Disks = -
;.? Pools ;?: iSCSI @ Up MName Up G4 Refresh
BB Enclosures i Managemert @ Up 5 5 ﬂ Help
:ia Metworks 5 Management onn
Cluster Events 0 & sync ! =

& Information Details...
Show Critical Events
| [ Propertie

v i% iSCS1 H Hep

Subnets: 172.16.10.0/24
Summary | Network Cor i Cancel Apply

The cluster configuration is completed and it is ready for virtual machines deployment.
Select Roles and in the Action tab, click Virtual Machines -> New Virtual Machine.
Complete the wizard.

Configuring File Shares

Please follow the steps below if file shares should be configured on cluster nodes.

Configuring The Scale-Out File Server Role

1. To configure the Scale-Out File Server Role, open Failover Cluster Manager.

2. Right-click the cluster name, then click Configure Role and click Next to continue.
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% Failover Cluster Manager

- o X
File Action View Help
= | 5|
i Failover Cluster Manage| iy NI S L o] | Actions
~ &3] Production.stary = 5 .
w% Roles Configure Role... er Production Preduction starwind.local P
(51 Nodes Validate Cluster... ered roles and 2 nodes. & Configure Role.
’ § ;‘;:“k View Validation Report l Networkes: Cluster Network 2, Cluster Network 3, Cluster Network 1, Custer Network 4 ) Validate Cluster..
orks -
Chotorbven  Add Node.. Subnets: 31Pv4and 1PV B View Validation Report
ftical: 52, Emor: 16, Waming: 5 ? Add Node...
Close Connection
4 Close Connection
Reset Recent Events
£) Reset Recent Events
More Actions >
role, 3dd ane or (nodes). or copy rol z funning Windows Server 2076 or supported pravious versions of Windows Server. More Actions 4
| Failover cluster topics on the Wet flew
View > Wl Faiover ol the Web i 3
Refresh |6 Refresh
Properties [E) Properties
Hel
Help B ver
= . Name: Preduction -
@ Bring Online
(® Navigate @ Take Offline
[@ Roles [# Nodes [#] Storace ] Metworks [@ Cluster Events @ Information Details..
4 ow Critical Events:
4| show Critical E
More Actions 3
(=) Cluster Core Resources &
emove
Name Status Infornation [E) Properties
Server Name
H Hep
= % Name: Froduction (@) Oriine
% IP Address: 192.168.12.86 (@ Oniine
Cluster Infrastructure
< 24 TR e ~ D
This action enables you to select a role that you can configure for high availability.

3. Select the File Server item from the list in High Availability Wizard and click Next to
continue.

% High Availability Wizard bt

ﬁ Select Role
e

Befare You Begin Select the role that you want to configure for high availabiliy:

File Server Type

-Cl, DFS Mamespace Server ~ | Description:
Cliert. Access Point i'!' DHCP Server A File Server provides a central location

Select Storage ;, Distributed Transaction Coordinator (DTC) an your network where files are shared
§ P | i b v by ot
Corfirmation s
Corti ik EaGenenc Application
orfigure Hig " ) )
Availability (.| Generic Scrpt
CF Generic Service
Summary 5 Hyper-V Replica Broker
£=i5C5! Taraet Server =

< Previous Mexdt > Cancel

4. Select Scale-Out File Server for application data and click Next.
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% High Availability Wizard >

ﬁ File Server Type
e

Before You Begin Select an option for a clustered file server:

Select Role (7} File Serverfor general use

|Jge this option to provide a central location on your network for users to share files or for server

: ; applications that open and close files frequently. This option supports both the Server Message Block
Client Access Point (SMB) and Metwork File System (MFS) protocols. | also supports Data Deduplication, File Server
Resource Manager, OFS Replication, and other File Services role services.

File Server Type

Corfirmation

Corffigure High

Availability (@) Scale-Out File Serverfor application data

Summary |Use this option to provide storage for server applications or vitual machines that leave files open for

extended periods of time. Scale-Out File Server client connections are distibuted across nodes in the
cluster for better throughput. This option supports the SME protocol. 1t does not support the MFS
protocol, DFS Replication, or File Server Resource Manager.

Mare about clustered file server options

<_E!'emfings | Nexd > | Car_1c_e.-|

5. On the Client Access Point page, in the Name text field, type the NetBIOS name that
will be used to access a Scale-Out File Server.
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% High Availability Wizard >

ﬁ Client Access Point
L

Before You Begin Type the name that clients will use when accessing this clustered role:
Select Rol

® Mame: |F|IeSenrer|
File Server Type

Client Access Poirt

@The NetBIOS name is limited to 15 characters, All networks were configured automatically.
Corfirmation

Corffigure High
Awailability

Summany

< Previous Mead > Cancel

Click Next to continue.

6. Check whether the specified information is correct. Click Next to continue or Previous
to change the settings.
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% High Availability Wizard >

ﬁ Confirmation
R

Before You Begin *You are ready to configure high availability for a File Server.
Select Role

File Server Type -
Distributed Network Name -
Client Access Point

192.168.12.0 FileServer
oU
Configure High
Povailability CN=Computers, DC=starwind, DC=local
Summany

To continue, click Mext.

< Previous Mead > Cancel

7. Once the installation is finished successfully, the Wizard should now look like the

screenshot below.
Click Finish to close the Wizard.
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% High Availability Wizard >
ﬁ Summary
e
Before You Begin High availability was successfully corfigured for the role.
Select Role
File Server Type —
Distributed Network Name
Cliert Access Point
File Server
Confirmation ou
Configure High CM=Computers, DC=starwind, DC=local
Awailability
Subnet
192.168.12.0
To view the report created by the wizard, click View Report. View Report...
To close this wizard, click Finish.
8. The newly created role should now look like the screenshot below.
|5 Failover Cluster Manager - a X
ol om 0
% Comgr :
5 ot ’
a
& i .
More Actions >
R Remove
B Properties
H Hep
o Y- o —
> || Summary |Resources | Shares
NOTE: If the role status is Failed and it is unable to Start, please, follow the next steps:
StarWind Virtual SAN: Configuration Guide for Microsoft Hyper-V Server [Hyper-V], VSAN 76

Deployed as a Controller VM (CVM) using PowerShell CLI



StarW:.nd One Stop Virtualization Shop

HYPERCONVERGENCE

[ Faitover Cluster Manager

v b Foserver Prefered Ownes: Anynode

Status: Rumning
Priority: Medum
Ovner Node: sw

Client Access Name: FleServer

1P Addresses: 192168.1285

> ||| Summary | Resources | Shares

e open Active Directory Users and Computers
e enable the Advanced view if it is not enabled

* edit the properties of the OU containing the cluster computer object (in this case -
Production)

e open the Security tab and click Advanced

e in the appeared window, press Add (the Permission Entry dialog box opens), click
Select a principal

e in the appeared window, click Object Types, select Computers, and click OK

e enter the name of the cluster computer object (in this case - Production)

Select User, Computer, Service Account, or Group X

Select this object type:

|User. Computer, Group, or Buitt4n securty principal | Ohbject Types... .

FErom this lacation:

|stamrind.lucal |

-I__ucatinns...
Enter the object name to select (examples):
Production Check Mames .
Advanced. .. . . Cancel
e go back to Permission Entry dialog, scroll down, and select Create Computer
Objects,
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Permission Entry for Computers
[] Delete aCSResourcelimits objects
[] Create applicationVersion objects
[[] Delete applicationVersion objects
[[] Create certificationAuthority objects
[[] Delete certificationAuthority objects

[[] Delete Computer objects

[[] Create Contact objects

[[] Delete Contact objects

[] Create document objects

[[] Delete document objects

[[] Create documentSeries objects

[[] Delete documentSeries objects

[[] Create Group objects

[[] Delete Group objects

[[] Create groupOfUniqueMames objects
[[] Delete groupOfUniqueNames objects
[[] Create groupPolicyContainer ohjects

[[] Delete groupPolicyContainer objects

[] Create InetOrgPerson objects

[] Delete InetOrgPerson objects

[[] Create IntelliMirror Group ohjects

[] Delete IntelliMirrer Group objects

[[] Create IntelliMirror Service objects

[[] Delete IntelliMirror Service objects

[[] Delete msKds-ProvRootKey objects

[] Create msKds-ProvServerConfiguration objects
[] Delete msKds-ProvServerConfiguration objects
[] Create MSMQ Ciueue Alias objects

[ Delete MSMQ Queue Alias objects

[] Create ms-net-ieee-80211-GroupPolicy objects
[[] Delete ms-net-ieee-20211-GroupPolicy objects
[] Create ms-net-ieee-8023-GroupPolicy objects
[[] Delete ms-net-ieee-8023-GroupPolicy objects
[] Create msPKI-Enterprise-Oid objects

[[] Delete msPKl-Enterprise-Oid objects

[] Create msPKI-Key-Recovery-Agent objects

[] Delete msPKI-Key-Recovery-Agent objects

[] Create msPKI-PrivateKeyRecoveryfgent objects
[] Delete msPKI-PrivateKeyRecoveryAgent objects
[[] Create msPrint-ConnectionPelicy objects

[[] Delete msPrint-ConnectionPolicy objects

[] Create msSFU30Demaininfo objects

[] Delete msSFU30Domaininfo objects

[[] Create msSFU30MailAliases objects

[] Delete msSFU30MailAliases objects

[] Create msSFU30Metld objects

[] Delete msSFU30Netld objects

[] Create msSFU30NetwaorkUser objects

[] Delete msSFU30MetworkUser objects

Cancel

e click OK on all opened windows to confirm the changes
» open Failover Cluster Manager, right-click SOFS role and click Start Role

Configuring File Share

To Add File Share:

open Failover Cluster Manager

then click Next

expand the cluster and then click Roles
right-click the file server role and then press Add File Share
on the Select the profile for this share page, click SMB Share - Applications and
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i@ Mew Share Wizard - O *
Select the profile for this share
Selact Profile File share profile: Description:
Share Lacation | sMB Share - Quick This profile creates an SME file share with settir_1gs
' appropriate for Hyper-V, certain databases, and other

SMB Share - Advanced

| SMB Share - Applications il
MNFS Share - Quick
NFS Share - Advanced

server applications.

< Previous | Mext » | Create

5. Select a CSV to host the share. Click Next to proceed.
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i Mew Share Wizard - O *

Select the server and path for this share

Select Profile Server:
Server Name Status Cluster Role Owner Node

Share Location

FileServer Online Scale-Out File...

Share Name

Share location:

(@ Select by volume:

Valume Free Space Capacity File System
CAClusterStorageiVolume 592GE 597 GB CSVFS
CAClusterStorage\Wolume2 991GE 997 GB CSVFS

The location of the file share will be a new felder in the \Shares directory on the selected
volume.

() Type a custom path:

| < Previous | | Mext > Create

6. Type in the file share name and click Next.
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ﬁ MNew Share Wizard

Specify share name

Select Profile Share name: Share

Share Location

% Share description:

Other Setlings

Local path to share:

CAClusterStorage\Volume1\Shares'Share
0 If the folder does not exist, the folder is created.

Bemote path to share:
\\FileServer\Share

| < Previous | | Mext » | Create

7. Make sure that the Enable Continuous Availability box is checked. Click Next to
proceed.
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ﬁ MNew Share Wizard

— O *
Configure share settings
Select Profile Enable access-based enumeration
Share Locati Access-based enumeration displays only the files and folders that a user has permissions to
AERHEAEA, access. If a user does not have Read (or equivalent) permissions for a folder, Windows hides the
Share Mame folder from the user's view.
+| Enable continucus availability
Permissions Continuous availability features track file operations on a highly available file share so that

clients can fail over to ancther node of the cluster without interruption.
Allow caching of share
Caching makes the contents of the share available to offline users. If the BranchCache for
Network Files role service is installed, you can enable BranchCache on the share,
Enable BranchCache on the file share
BranchCache enables computers in a branch coffice to cache files downloaded from this
share, and then allows the files to be securely available to other computers in the branch.
[] Encrypt data access

When enabled, remote file access to this share will be encrypted. This secures the data against
unauthorized access while the data is transferred to and from the share. If this box is checked
and grayed out, an administrator has tumed on encryption for the entire server.

| < Previous | | Mext » _;'eate

8. Specify the access permissions for the file share.
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i@ Mew Share Wizard - O *

Specify permissions to control access

Selact Profilz If this share will be used for Hyper-V, you may need to enable constrained delegation to enable

remote management of the Hyper-V host.

Share Locaticn
X Permissions to access the files on a share are set using a combination of folder permissions, share
share Name permissions, and, optionally, a central access paolicy.

thea 2
S g Share permissions: Everyone Full Control

Permissions

Folder permissions:

Carlmasan Type Principal Access Applies To
Allow BUILTIN\Users Special This folder and subfolders
Allow BUILTIN'\Users Read & execu... This folder, subfolders, and files
Allow CREATOR OWMNER Full Contrel Subfolders and files only
Allow NT AUTHORITY\SYSTEM  Full Control This folder, subfolders, and files
Allow BUILTINV\Administrators  Full Control This folder, subfolders, and files
Allow BUILTIN\Administrators  Full Control This folder only
Customize permissions...
NOTE:

» for the Scale-Out File Server for Hyper-V, all Hyper-V computer accounts, the
SYSTEM account, and all Hyper-V administrators must be provided with the full
control on the share and file system

e for the Scale-Out File Server on Microsoft SQL Server, the SQL Server service
account must be granted full control on the share and the file system

9. Check whether specified settings are correct. Click Previous to make any changes or
click Create to proceed.
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i Mew Share Wizard - O *

Confirm selections

Select Profile Confirm that the following are the correct settings, and then click Create.
Share Locaticn
) SHARE LOCATION
Share Name Server FileServer
Other Setiings Cluster role: Scale-Out File Server
Permissions Local path: CAClusterStorage\Wolume 1\Shares\Share
SHARE PROPERTIES
Share name: Share
Protocol: SMEB
Access-based enumeration: Disabled
Caching: Disabled
BranchCache: Disabled
Encrypt data: Disabled
Continuous availability: Enabled

< Previous Mext = Create | | Cancel

10. Check the summary and click Close to close the Wizard.
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i@ Mew Share Wizard - O *

View results

The share was successfully created.

Task Progress Status
Create SME share I Comipleted
Set SMB permissions I Completed

< Previous | Next > | Close Cancel

To Manage Created File Shares:

» open Failover Cluster Manager

e expand the cluster and click Roles

e choose the file share role, select the Shares tab, right-click the created file share,
and select Properties:
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B Failover Cluster Manager
Ele Action View Help
CE IR 15

Actions
Roles -

) Configure Role,

Virtual Machines... »
[ Create Empty Role

View »
@ Refresh
B Hep

FileServer -

+ Stot Role
& StopRole

Add File Share

& Move »
% Change Startup Priorty »

me. Path Protocol Continuous Avaiabity Remarks
J CusterSiomges  C:\CusterSiorage B No Cluster Shared Volumes Defaut Share
4 share C\OlusterStorage\Wolume \Shaves\Share  SME Yes

> ||| Summary | Resources | Shares |

Configuring The File Server For General Use Role

NOTE: To configure File Server for General Use, the cluster should have available storage
1. To configure the File Server for General Use role, open Failover Cluster Manager.

2. Right-click on the cluster name, then click Configure Role and click Next to continue.

5 Failover Cluster Manager - [m] X
File Action View Help
&=z E
Cluster Production.starwind.local “ | Actions
ot (I Production starwindJocal -
5 Nodes Validate Cluster ered roles and 2 nodes. 3 Configure Role...
’ % :r;:gek EERa kiR sl Networks: Cluster Network 2, Cluster Network 3, Cluster Network 1, Cluster Network 4 H validate Cluster..
orks ) 5
Cluster Even Add Node. Subnets: 3 IPv4and 11PvE j View Validation Report
stical: 52, Eror: 16, Waring: 5 F Add Node.
Close Connection
4 Close Connection
Reset Recent Events
£) Reset Recent Events
More Actions > More Acti R
ecific clustered role. 2dd one or more servers (nodes). or copy roles from 2 dluster running Windows Server 2016 or supperted previous versions of Windows Server. ore Actions
U= > Wl Faiover custertopics on the Web View 4
Refresh |6 Refresh
Properties [Z] Properties
[ Hel
Help @ rep
@ Navigate
[@ Foles [#] Nodes [#] Storace [#] Networks [@] Cluster Everts
»
(® Cluster Core Resources
Neme Status Information
Server Name
£ % Name: Production (@) Orline
% IP Address: 192.168.12.86 @ Onine
Cluster Infrastructure
kO ) B awe e oo ame A
 This action enables you to select a role that you can configure for high availability.

3. Select the File Server item from the list in High Availability Wizard and click Next to
continue.
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% High Availability Wizard >

ﬁ Select Role
R

Before You Begin Select the role that you want to configure for high availability:

Select Fole

File Server Type

-C:, DFS Namespace Server | Description:
Client Access Fort -iﬁ DHCF Server A File Server provides a central location
Select Storage g == Distributed Transaction Coordinator (DTC) on your network where files are shared

o S for use by users or by applications.
S I Fle Server
Confirmation
Corti ik E_%Generic Application
onfigure Hig = ) )

Availabiity =] Generic Scrpt

CF Generic Service
Summary 3 Hyper-V Replica Broker

£i5C5I Target Server ~

< Previous Mead > Cancel

4. Select File Server for general use and click Next.
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% High Availability Wizard >

ﬁ File Server Type
il

Before You Begin Select an option for a clustered file server:

Select Role (® File Serverfor general use

|Jse this option to provide a central location on your network for users to share files or for server

] ] applications that open and close files frequently. This option supports both the Server Message Block
Client Access Point (SMB) and Metwork File System (MFS) protocols. |t also supports Data Deduplication, File Server
Resource Manager, OFS Replication, and other File Services nole services.

File Server Type

Select Storage

Confirmation

Corfigure High () Scale-Out File Serverfor application data

Availability |Use this option to provide storage for server applications or vitual machines that leave files open for

5 extended periods of time. Scale-Out File Server client connections are distibuted across nodes in the
LULE L] cluster for better throughput. This option supports the SME protocol. 1t does not support the MFS

protocol, DFS Replication, or File Server Resource Manager.

Mare about clustered file server options

< Previous Mead > Cancel

5. On the Client Access Point page, in the Name text field, type the NETBIOS name that
will be used to access the File Server and IP for it.
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% High Availability Wizard >

@ Client Access Point

Before You Begin Type the name that clients will use when accessing this clustered role:
Select Rol

y Name: File Server |
File Server Type

The MetBIOS name is limited to 15 characters., One or more IPv4 addresses could not be configured
@ automatically. For each network to be used, make sure the network is selected, and then type an

Client Access Poirt

Select Storage address,
Confirmation
Corfigure High Metworks Address
Poailability | 192.168.12.85
Summany
< Previous || Mead > I | Cancel

Click Next to continue.

6. Select the Cluster disk and click Next.
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% High Availability Wizard >
ﬁ Select Storage
i
Before You Begin Select only the storage volumes that you want to assign to this clustered role.
You can assign additional storage to this clustered role after you complete this wizard.
Select Role
File Server Type
Cliert Access Point MName Status

Select Storage =24 csvz (®) Orline
Volume: (3) File System: NTFS ~ 9.51 GB free of 5.57 GB

Confirmation

Corffigure High
Awailability

Summany

< Previous Mead > Cancel

7. Check whether the specified information is correct. Click Next to proceed or Previous
to change the settings.
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% High Availability Wizard >
ﬁ Confirmation
} }

Before You Begin *You are ready to configure high availability for a File Server.
Select Role
File Server Type

Network Name -
Client Access Point

152.168.12.85 FileServer
Select Storage

ol

CM=Computers, DC=starwind, DC=local
Corffigure High
Poailability Storage
Summany Csv2

W
To continue, click Mext.
< Previous Mead > Cancel

8. Once the installation has been finished successfully, the Wizard should now look like
the screenshot below.

Click Finish to close the Wizard.
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% High Availability Wizard >
ﬁ Summary
e
Before You Begin High availability was successfully corfigured for the role.
Select Role
File Server Type —
Distributed Network Name
Cliert Access Point
File Server
Confirmation ou
Configure High CM=Computers, DC=starwind, DC=local
Awailability
Subnet
192165 126
To view the report created by the wizard, click View Report. View Report...
To close this wizard, click Finish.
9. The newly created role should now look like the screenshot below.
|5 Failover Cluster Manager - a X
ol om 0
o gt -
B contonin ’
a
& i .
More Actions >
R Remove
B Properties
H Hep
o Y- e
> || Summary |Resources | Shares
NOTE: If the role status is Failed and it is unable to Start, please, follow the next steps:
e open Active Directory Users and Computers
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e enable the Advanced view if it is not enabled

 edit the properties of the OU containing the cluster computer object (in this case -
Production)

e open the Security tab and click Advanced

e in the appeared window, press Add (the Permission Entry dialog box opens), click
Select a principal

e in the appeared window, click Object Types, select Computers, and click OK

e enter the name of the cluster computer object (in this case - Production)

Select User, Computer, Service Account, or Group >

Select this object type:
|L|ser, Computer, Group, or Builtin security principal | [ Object Types... |

FErom this location:

|stamn'r1d.lucal [ -anatinns...

Enter the object name to select (z@mples):
Production| [ Check Names ]

Advanced. .. Cancel

e go back to Permission Entry dialog, scroll down, and select Create Computer

Objects
Permission Entry for Computers | x
[] Delete aCSRescurcelimits objects [] Delete msKds-ProvRootKey objects -
[ Create applicationVersion objects [[] Create msKds-ProvServerConfiguration objects
[ Delete applicationVersion objects [] Delete mskds-ProvServerConfiguration objects
[[] Create certificationAuthority objects [ Create MSMQ Queue Alias objects
[[] Delete MSMQ Queue Alias objects
[[] Create ms-net-ieee-20211-GroupPolicy objects
[ Delete mz-net-ieee-30211-GroupPolicy objects
[ Create Contact objects [[] Create ms-net-ieee-2023-GroupPalicy objects
[ Delete Contact objects [ Delete ms-net-ieee-2023-GroupPolicy objects
[[] Create document ohjects [l Create mePKI-Enterprise-Oid objects
[[] Delete document objects [ Delete msPKl-Enterpnse-Oid objects
[[] Create documentSeries objects [[] Create msPKI-Key-Recovery-Agent objects
[] Delete documentSeries ohjects [] Delete msPKI-Key-Recovery-Agent objects
[] Creste Group ohjects [ Create mePKI-PrivatekeyRecoveryfgent objects
[[] Delete Group objects [] Delete msPKI-PrivateKeyRecoveryAgent objects
[[] Create groupOfUniqueNames objects [ Create msPrint-ConnectionPolicy chjects
[C] Delete groupOfUniquetlames objects [[] Delete mzPrint- ConnectionPolicy objects
[[] Create groupPolicyContainer chjects [[] Create msSFU30Domaininfo objects
[ Delete groupPolicyContainer objects [] Delete msSFU30Domaininfo objects
[ Creste InetQrgPerson objects ] Create msSFL30MailAliases abjects
[[] Delete InetOrgPerson objects [[] Delete m=SFU30MailAliases objects
[[] Create IntelliMirror Group objects [ Create msSFU30Metld objects
[] Delete IntelliMimror Group objects [ Delete msSFU30Metld objects
[] Create IntekiMirror Service objects [[] Create ms5SFLI30MNetworkUser objects
[] Delete IntelliMirror Service objects [] Delete msSFU30NetworkUser objects w
Cancel

e click OK on all opened windows to confirm the changes
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» open Failover Cluster Manager, right-click File Share role and click Start Role

Configuring Smb File Share

To Add SMB File Share

1. Open Failover Cluster Manager.

2. Expand the cluster and then click Roles.

3. Right-click the File Server role and then press Add File Share.

4. On the Select the profile for this share page, click SMB Share - Quick and then click
Next.

& New Share Wizard = O x

Select the profile for this share

File share profile: Description:

Select Profile

| SMB Share - Quick This basic profile represents the fastest way to create an
SMB Share - Advanced SME file share, typically used to share files with
) Windows-based computers.
SMB Share - Applications

NF5 Share - Quick * Suitable for general file sharing
NFS Share - Advanced * Advanced options can be configured later by
using the Properties dialog

Share Location

5. Select available storage to host the share. Click Next to continue.
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ﬁ Mew Share Wizard

Select the server and path for this share

Select Profile Server:
Server Name Status Cluster Role
FileServer Online File Server
Share location:
(@ Select by yolume:
Volume Free Space Capacity File System
G: 991GB 997GB NTFS

Owner Node

volume,

() Iype a custom path:

The location of the file share will be a new folder in the \Shares directory on the selected

=1 W=
6. Type in the file share name and click Next.
§@ New Share Wizard = O x
Specify share name
Select Profile Share name: Share
Share Location
— Share description:
Other Settings
Local path to share:
G\Shares\Share
© i the folder does not exist, the folder is created.
Bemote path to share:
\\FileServer\Share
1 =

7. Make sure that the Enable Continuous Availability box is checked. Click Next to
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continue.

% Mew Share Wizard

Configure share settings

Select Profile [l Enable access-based enumeration e
Access-based enumeration displays only the files and folders that a user has pemmissions to

access. If a user does not have Read (or equivalent) permissions for a folder, Windows hides the
Share Name folder from the user's view.

Share Location

Enable continuous availability

Continuous availability features track file operations on a highly available file share so that
clients can fail over to another node of the cluster without interruption.

[] Allow caching of share
Caching makes the contents of the share available to offline users. If the BranchCache for
MNetwork Files role service is installed, you can enable BranchCache on the share.
Enable BranchCache on the file share
BranchCache enables computers in a branch office to cache files downlcaded from this
share, and then allows the files to be securaly available to other computers in the branch.
[[] Encrypt data access
When enabled, remote file access to this share will be encrypted. This secures the data against

unauthorized access while the data is transferred to and from the share. If this box is checked
and grayed out, an administrator has turned on encryption for the entire server.

[<previows | [ o>

8.Specify the access permissions for the file share.

G New Share Wizard = O x

Specify permissions to control access

Select Profile Permissions to access the files on a share are set using a combination of folder permissions, share
g pe

Share Location permissions, and, optionally, 2 central access policy.

Share Name Share permissions: Everyone Full Control

Folder permissions:

Type Principal Access Applies To

Confirmation Allow BUILTIN\Users Special This folder and subfolders
Allow BUILTIN\Users Read & execu... This folder, subfolders, and files
Allow CREATOR OWNER Full Control Subfolders and files only
Allow NT AUTHORITY\SYSTEM  Full Control This folder, subfolders, and files
Allow BUILTIN\Administrators  Full Control This folder, subfolders, and files
Allow BUILTIN\Administrators ~ Full Control This folder only

| Customize permissions... |

< prevous | [ hext>
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9. Check whether specified settings are correct. Click Previous to make any changes or
Next/Create to continue.

@ New Share Wizard - O x

Confirm selections

Select Profile Confirm that the following are the correct settings, and then click Create.
s | I t H 2
SHARE LOCATION {
Share Name Server: FileServer
Other Semings Cluster role: Scale-Out File Server
Parmissions i Local path: Ci\ClusterStorage\Volume 1\Shares\Share
Confirmation SHARE PROPERTIES
Share name: Share
Protocol: SMB
Access-based enumeration Disabled
Caching: Disabled
BranchCache: Disabled
Encrypt data: Disabled
Continuous availability: Enabled

Net> | | Create H Cancel

10. Check the summary and click Close.
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ﬁ Mew Share Wizard

View results

The share was successfully created.

Task Pragress Status
Create SMB share I Completed
Set SMB permissions I Comipleted

< Previous Next > Cancel

To manage created SMB File Shares
11. Open Failover Cluster Manager.
12. Expand the cluster and click Roles.

13. Choose the File Share role, select the Shares tab, right-click the created file share,
and select Properties.

F rer——
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Configuring Nfs File Share

To Add NFS File Share

1. Open Failover Cluster Manager.

2. Expand the cluster and then click Roles.

3. Right-click the File Server role and then press Add File Share.

4. On the Select the profile for this share page, click NFS Share - Quick and then click
Next.

@ New Share Wizard = O X

Select the profile for this share

File share profile: Description:
e o | SMB Share - Quick | | This pn:uﬁke creates an SMB file share with settings
T o SMB Share - Advanced appropriate for Hyper-V, certain databases, and ather
o v e weere| | S&TVET Applications.

| NFS Share - Quick .
NFS Share - Advanced

5. Select available storage to host the share. Click Next to continue.
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B New Share Wizard = O x

Select the server and path for this share

Select Profile Server:
Server Name Status Cluster Role Owner Node
FileServer Online File Server

Share Name

Share location:

(@ Select by yolume:
Volume Free Space Capacity File System
G: 991GBE 997GB NTFS

The location of the file share will be a new folder in the \Shares directory on the selected
volume,

() Iype a custom path:

B

6. Type in the file share name and click Next.

@ New Share Wizard - O x

Specify share name

iShare

Select Profile Share name:

Share Location

Local path to share:
G:\Shares\Share
0 If the folder does not exist, the folder is created.

Bemote path to share:
FileServer/Share

| < Previous || Next > | Create Cancel

7. Specify the Authentication. Click Next and confirm the message in pop-up window to
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continue.

@ New Share Wizard - O x

Specify authentication methods

Select Profile Specify the authentication methods that you want to use for this NFS share.
Share Location

Share Name Kerberos v5 authentication

[[] Kerberos v5 authentication(Krb5)

] Kerberos v5 authentication and integrity(Krb5i)

[] Kerberos v5 authentication and privacy(Krb5p)

No server authentication
[¥] Mo server authentication (AUTH_SYS)
[+#] Enable unmapped user access
) Allow unmapped user access by UID/GID

@] Allow anonymous access

= I [

8. Click Add and specify Share Permissions.

@ New Share Wizard - O x

Specify the share permissions

celact Brofle The server evaluates the share permissions in the order they are shown below. The final access
permissions on a file share are determined by taking into consideration both the share permission
and the NTFS permission entries. The more restrictive permissions are then applied.

Share Name Name Permissions Root Access Encoding

Share Location

Authenti

Share Perm

Irm

[=3

Remove
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&4 Add Permissions >

Grant permissions to access the NFS share to a host, client group, or
netgroup. Select the access and language encoding for the share.

) Host:
Metgroup:

Client group:

) All Machines

Language encading: Share permissions:

| ANSI “| | No Access v

[ ] Allow root access (not recommendead)

9. Specify the access permissions for the file share.

a Mew Share Wizard

Specify permissions to control access

Select Profile Permissions to access the files on a share are set using a combination of folder permissions, share

Share Location permissions, and, optionally, 2 central access policy.

Share Name Share permissions: Everyone Full Control

Other Settings Folder permissions:
Type Principal Access Applies To

Confirmation Allow BUILTIN\Users Special This folder and subfolders
Allow BUILTIN\Users Read & execu... This folder, subfolders, and files
Allow CREATOR OWNER Full Control Subfolders and files only
Allow NT AUTHORITY\SYSTEM  Full Control This folder, subfolders, and files
Allow BUILTIN\Administrators  Full Control This folder, subfolders, and files
Allow BUILTIN\Administrators ~ Full Control This folder only

| Customize permissions... |

< prevous | [ hext>
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10. Check whether specified settings are correct. Click Previous to make any changes or
click Create to continue.

@ New Share Wizard - O x

Confirm selections

Select Profile Confirm that the following are the correct settings, and then click Create.
Share Location
SHARE LOCATION
Share Name Server: FileServer
Authentication Cluster role: File Server
Share Permissions Local path: GAShares\Share

SHARE PROPERTIES
Share name: Share
Protocol: NFS

Net> | | Create H Cancel

11. Check a summary and click Close to close the Wizard.
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@ New Share Wizard - O x

View results

The share was successfully created.

Task Pragress Status
Create NFS share I Completed
Set NFS parmissions I Comipleted

< Previous Next > Cancel

To manage created NFS File Shares:

» open Failover Cluster Manager

e expand the cluster and click Roles

e choose the File Share role, select the Shares tab, right-click the created file share,
and select Properties
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Conclusion

Following this guide, IT professionals will get a successful cluster deployment on
Microsoft Windows Server with a shared highly-available storage, provided by StarWind
VSAN CVM.

StarWind Virtual SAN: Configuration Guide for Microsoft Hyper-V Server [Hyper-V], VSAN 105
Deployed as a Controller VM (CVM) using PowerShell CLI



StarW:.nd One Stop Virtualization Shop

HYPERCONVERGENCE

Contacts

US Headquarters EMEA and APAC

+1 617 829 44 95
+1617 507 58 45
+1 866 790 26 46

+44 2037 691 857 (United
Kingdom)

+49 800 100 68 26 (Germany)

+34 629 03 07 17 (Spain and
Portugal)

+33 788 60 30 06 (France)
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Customer Support Portal: https://www.starwind.com/support
Support Forum: https://www.starwind.com/forums
Sales: sales@starwind.com

General Information: info@starwind.com
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